Large eddy simulation with modeled wall-stress: recent progress and future directions
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Abstract
The paper provides a brief introduction to the near-wall problem of LES and how it can be solved through modeling of the near-wall turbulence. The distinctions and key differences between different approaches are emphasized, both in terms of fidelity (LES, wall-modeled LES, and DES) and in terms of different wall-modeled LES approaches (hybrid LES/RANS and wall-stress-models). The focus is on approaches that model the wall-stress directly, i.e., methods for which the LES equations are formally solved all the way down to the wall. Progress over the last decade is reviewed, and the most important and promising directions for future research are discussed.
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1. Introduction

The large eddy simulation (LES) technique has now essentially displaced the Reynolds-averaged Navier Stokes (RANS) approach in the world of academic turbulence research. In practical engineering settings, however, the LES technique has made at most minor and partial inroads, being used in corporate research centers but rarely in the actual engineering design process. This situation is, in large part, due to the excessive computational cost of handling turbulent boundary layers. While boundary layers will always induce a significant computational cost regardless of how they are modeled (due to them being thin relative to other dimensions), the issue becomes acute at high Reynolds numbers.

There have been many different proposed solutions to this “near-wall problem of LES” over the last 50 years. A multitude of approaches have been suggested, using different arguments and with different objectives. They all aim to do the same thing: to model the turbulence in the inner part of the boundary layer, thus removing the need to resolve any turbulent eddies there. The methods differ in their treatment of the outer part of the boundary layer, specifically whether this is modeled (as it is in the original version of detached eddy simulation conceived by Spalart et al., 1997, referred to in this paper as DES97) or resolved. The focus of this paper is on the latter category, i.e., methods that resolve the energetic motions in the outer boundary layer but treat them in a modeled, approximate fashion in the inner boundary layer. In this paper, we refer to such methods as “wall-modeled LES” or “WMLES”. As will be described in section 2.3, we then divide wall-modeled LES into two sub-categories: (I) hybrid LES/RANS, and (II) wall-stress-modeled LES. The first era of wall-modeling, from the first paper by Deardorff (1970) to the end of the 1990s, focused almost exclusively
on wall-stress-modeling, the main exception being the brilliant paper by Schumann (1975) which contained the seeds of hybrid LES/RANS as well. Baggett (1998) and others started investigating the feasibility of the hybrid LES/RANS technique in the mid-to-late 1990s, which spurred a rapid growth in interest and proposed modeling combinations under this umbrella.

The state of the wall-modeling field up to the early-to-mid 2000s was reviewed quite comprehensively by Piomelli & Balaras (2002), Sagaut (2006), and Piomelli (2008). In addition, the state of DES (from DES97 and later modifications) was reviewed recently by Spalart (2009). The present paper builds on these prior reviews. We start by giving an overview and introduction to wall-modeled LES methods (both hybrid LES/RANS and wall-stress-models) in section 2. We then narrow our scope to focus exclusively on wall-stress-models in section 3, specifically on some important and interesting developments during the last decade.

2. Overview of wall-modeled LES (WMLES)

A turbulent boundary layer is truly a multi-scale phenomenon, and therein lies the (near-wall) problem. The turbulence kinetic energy is carried by eddies of different characteristic sizes in layers near and far from the wall, a fact which was nicely visualized by Jimenez (2012).

The wall-modeled LES philosophy is to respect this multi-scale nature of the boundary layer, by directly resolving the energetic eddies in the outer layer (where they are large) but instead to model all the energetic eddies in the inner layer (where they are small). Thus the entire inner-layer dynamics (streaks, quasi-streamwise vortices, peak production and dissipation, etc) are removed from the dynamical system and represented by a single value of the wall shear stress \( \tau_w \). This is a rather drastic truncation of the wall-turbulence dynamical system – as it has to be in order to drastically reduce the computational cost. Given the removal of the peak production region in the inner layer, one may wonder where the resolved outer-layer turbulence in wall-modeled LES comes from? The answer is simply that it is produced (and later dissipated) in the outer layer, exactly as it should be in high-Re wall-turbulence, where the Reynolds stresses have been found to be predominantly produced at the same wall distance as they are later dissipated (Hoyas & Jimenez, 2008).

2.1. Estimated grid requirements

It is very instructive to estimate the number of grid points required for LES of a canonical “unit” of a turbulent boundary layer: a cube of size \( \delta^3 \) where \( \delta \) is the local boundary layer thickness. This follows the classic works of Chapman (1979) and Spalart et al. (1997), but uses the updated skin-friction correlations of Choi & Moin (2012). The boundary layer has a friction Reynolds number \( Re_f = \delta/l_v \), where the viscous length scale is \( l_v = \nu/u_\tau \), \( \nu \) is the kinematic viscosity, and \( u_\tau = \sqrt{\tau_w/\rho} \) is the friction velocity defined from the wall stress \( \tau_w \) and the density \( \rho \).

In keeping with the multi-scale nature of a turbulent boundary layer, we estimate the grid requirements separately in the different layers. In the viscous layer (say \( y^+ = y/l_v \leq 50 \)), a reasonable (but not excessively fine) LES grid would have \( (\Delta x^+, \Delta z^+) \approx (40, 20) \) and a wall-normal grid-spacing varying approximately linearly from \( \Delta y^+ \approx 1 \) to \( \Delta y^+ \approx 5 \). In the outer layer (say \( y/\delta \geq 0.2 \)), a similarly grid would have \( (\Delta x/\delta, \Delta z/\delta) \approx (0.08, 0.05) \) and \( \Delta y/\delta \) varying linearly from 0.02 at \( y/\delta = 0.2 \) to 0.05 at the edge of the boundary layer (i.e., \( y = \delta \)). At sufficiently high Reynolds numbers, an overlap layer (the “log-layer”) develops between the viscous and outer layers; we take the grid-spacing to vary linearly in the log-layer in all three directions. The estimated number of grid points for LES in each layer is shown in Fig. 1(a).

The cost of the outer layer is independent of \( Re_f \), whereas both the viscous and logarithmic layers have costs that scale as \( O(Re_f^2) \). This cost-scaling is the “near-wall problem of LES”: it implies that the vast majority of computational resources will be spent on the viscous and logarithmic layers (i.e., the inner layer) at high Reynolds numbers. It also implies that LES is almost as costly as DNS for boundary layer flows.

A subtle point is that it is not just the viscous layer that causes this cost-scaling, but also the overlap (log-) layer; in fact, the latter was singled out in Fig. 1(a) specifically to make this point. The implication is that one must model both the viscous layer and most of the log-layer in order to break the \( Re \)-scaling of the computational cost. In practical terms, this means that the modeling interface must be defined in terms of outer units, i.e., as a fraction of \( \delta \).

To estimate the cost of wall-modeled LES (WMLES), we note that the outer layer must be resolved exactly as in standard LES. The question of the required resolution in the inner layer is quite straightforward for hybrid LES/RANS methods (no limit on wall-parallel \( \Delta x \) and \( \Delta z \): resolve wall-normal \( \Delta y \) just like in RANS), but is deeper and more important than it appears at first sight for wall-stress-modeled LES. For these approaches, the inner layer is modeled, yet the LES is formally defined all the way to the wall, and therefore one has a doubly defined solution in the inner layer. The wall-
Fig. 1  The estimated number of grid points required to resolve a patch of area $\delta^2$ of a boundary layer of thickness $\delta$ using both traditional LES and wall-modeled LES (WMLES). The cost for DES97 is given as a range, assuming a wall-parallel grid-spacing $\Delta x = \Delta z \gtrsim 0.5\delta$.

(a) Streamwise growth of the boundary layer thickness $\delta$ normalized by the chord $c$ (solid lines), compared to the flat-plate correlations $\delta/x = 0.37 \cdot Re_x^{-1/7}$ (dashed; by Chapman, 1979) and $\delta/x = 0.16 \cdot Re_x^{-1/7}$ (dotted; by Choi & Moin, 2012).

(b) Density of grid points required to resolve the outer layer using either LES or WMLES (solid lines; $y/\delta > 0.2$) and required for the inner layer using LES (dashed lines; $y/\delta < 0.2$) for a spanwise width of $0.1c$.

stress-modeled LES is only grid-independent if the grid is sufficiently fine for both of these solutions. We postpone a full discussion until section 3.2, and simply use the resulting recommendation of $(\Delta x/\delta, \Delta y_f/\delta, \Delta z/\delta) \approx (0.08, 0.02, 0.05)$, with linear variation up to $y/\delta = 0.2$. This estimate is also shown in Fig. 1(a), and is clearly independent of $Re_c$.

The ratio of the total number of grid points in LES compared to WMLES is shown in Fig. 1(b). At $Re_c \lesssim 600$, going from LES to WMLES will save at most 50% of the grid points; while a significant saving, the reduced confidence in the results is hardly worth it. Therefore, wall-modeled LES is only meaningful at sufficiently high Reynolds numbers, for which the boundary layer has a clear multi-scale character with a separation of scales between the inner and outer layers that justifies the underlying philosophy of treating them differently.

Having compared WMLES to LES (the next higher fidelity), let us also compare to DES97 (the next lower fidelity) for this simple example. Since there is no upper limit on the wall-parallel grid-spacings $\Delta x$ and $\Delta z$ in DES97 for a boundary layer, we actually cannot really estimate the cost in this case. Instead, these grid-spacings would depend on the larger geometry, just like in RANS. Nevertheless, for the sake of comparison, the cost of DES97 is included in Fig. 1(a) for the range of wall-parallel grid-spacings $\Delta x/\delta = \Delta z/\delta \gtrsim 0.5$. WMLES incurs a cost 10-100 times higher than DES97, depending on the geometry.

We conclude this section by estimating the grid requirements for a more realistic example: a NACA0012 airfoil at...
2.5° angle-of-attack. The flowfield is computed by RANS using the Spalart-Allmaras model at three different Reynolds numbers, assuming a fully turbulent boundary layer everywhere (consistent with a swept wing, see Spalart et al., 1997). The boundary layer thickness at each location along the upper surface is then extracted and shown in Fig. 2(a) along with some standard estimates for flat plates. The boundary layer growth is quite different on the airfoil compared with the flat plate, with similar behavior in the accelerating region but with faster growth downstream in the decelerating region. The number of grid points required for a segment of length \( dx \) is shown in Fig. 2(b). For the outer layer, the required grid-density (for fixed span) is proportional to \( 1/\delta(x)^2 \) (since \( \Delta x \) and \( \Delta z \) scale with \( \delta \)), and thus most grid points for the outer layer are needed near the leading edge of the airfoil. For the inner layer, the scaling is more complex and involves the local skin friction. The total (integrated along \( x \)) costs are given in Table 1. The numbers are comparable to the estimate by Spalart et al. (1997) but higher than those of Choi & Moin (2012), by about a factor of 10 for the inner layer and a factor ranging from 1 (highest \( Re_c \)) to 40 (lowest \( Re_c \)) for the outer layer. This is caused by the streamwise variation of \( \delta \) in Fig. 2(a), not fully represented by the flat-plate assumption, and leading to substantially underestimated grid-requirements.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>( Re_c = 10^6 )</th>
<th>( Re_c = 10^7 )</th>
<th>( Re_c = 10^8 )</th>
<th>exponent in ( \sim Re_c^\alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner layer (( y/\delta &lt; 0.2 ))</td>
<td>1.6e7 (9.3e6)</td>
<td>1.9e9 (8.9e8)</td>
<td>2.0e11 (7.7e10)</td>
<td>2.05 (1.96)</td>
</tr>
<tr>
<td>Outer layer (( y/\delta &gt; 0.2 ))</td>
<td>3.3e7 (1.9e7)</td>
<td>7.2e7 (3.3e7)</td>
<td>2.5e8 (9.5e7)</td>
<td>0.44 (0.35)</td>
</tr>
<tr>
<td>( Re_c ) at trailing edge</td>
<td>1000</td>
<td>10000</td>
<td>70000</td>
<td></td>
</tr>
</tbody>
</table>

2.2. Distinction between LES, WMLES and DES

It is important to realize that wall-modeled LES and DES97 (the original version of DES, as conceived by Spalart et al., 1997) are very different methods in terms of philosophy, computational cost, and potential accuracy. Consider the visualization in Fig. 3, which shows an instantaneous snapshot of the flow over a multi-element airfoil. Different regions of the flow have been marked in the figure: (a) the detached shear layers; (b) the outer part of the boundary layers; and (c) the inner part of the boundary layers. The energetic and dynamically important motions are resolved in all of these regions in traditional LES (appropriately termed “quasi-DNS” by some authors). The important distinction is that wall-modeled
LES resolves the energetic motions in regions (a) and (b), while DES97 only resolves those in region (a).

This distinction is very important: it means that WMLES has the potential to be significantly more accurate than DES97 in non-equilibrium flows. In RANS and DES97, the accuracy of the turbulence model in the non-equilibrium (e.g., adverse pressure-gradient) boundary layer is likely to determine the accuracy of the overall simulation (for flow separation over a smooth surface, or a similar flow). In WMLES, however, 80% of the boundary layer is treated by LES, which is perfectly capable of capturing any non-equilibrium effects. Provided that the outer layer LES is accurate, the wall-model is fed accurate instantaneous information, regardless of whether the wall-model itself accounts for non-equilibrium effects or not. Therefore, it is plausible that WMLES could still be accurate for a non-equilibrium flow, even if the wall-model itself assumes equilibrium. The caveat here is that it is also possible that an inaccurate wall-model could have affected the outer layer LES in the upstream region, thus making the outer layer LES inaccurate; we discuss this caveat in section 4.4. Nevertheless, even with this caveat, this overall reasoning is a very important point that is sometimes lost in parts of the wall-modeling community. A different line of reasoning that leads to the same place is the following: the turbulent time-scale is much faster in the inner layer than in the outer, and thus it is plausible that the inner layer may respond in an almost quasi-equilibrium manner to any outer flow time-history. More on this important point in section 3.4.

2.3. Taxonomy of WMLES methods

The term “wall-modeled LES” or “WMLES” is used in this paper to include all types of methods where the energetic scales of turbulence are modeled in the inner layer but resolved in the outer layer. Beyond this definition, there are different ways to categorize or classify different types of WMLES approaches (cf. Piomelli & Balaras, 2002; Spalart, 2009, for some different classifications).

The classification used here, sketched in Fig. 4, is based on how the resolved and modeled regions are coupled with each other. In this view, the most important distinction is whether the LES region is formally defined as extending all the way to the wall (at \( y = 0 \)) or not. In hybrid LES/RANS methods, the LES region exists only above some “interface” \( y_{int} \) (which may be defined implicitly, but nevertheless exists), and the evolution equations change to a RANS-character below \( y_{int} \). In contrast, the LES equations extend all the way down to the wall in the second major class of methods, which implies that they then require the wall shear stress \( \tau_w \) as a boundary condition; a wall-model is then solved over a layer of thickness \( h_{wm} \) to estimate this wall-stress \( \tau_w \).

The distinction between hybrid LES/RANS and wall-stress-models is very subtle but nevertheless important. In the latter, while a RANS model is likely used to estimate the wall-stress, the coupling between the LES and RANS models is rather weak: the LES feeds velocity information to the (RANS) wall-model at \( y = h_{wm} \), and the wall-model feeds wall shear stress \( \tau_w \) to the LES at \( y = 0 \). Apart from these, no other information is exchanged. Notably, while the LES could

<table>
<thead>
<tr>
<th>I: Hybrid LES/RANS</th>
<th>II: Wall-stress-models</th>
</tr>
</thead>
<tbody>
<tr>
<td>LES defined only for ( y \geq y_{int} &gt; 0 )</td>
<td>LES extends all the way to the wall at ( y = 0 )</td>
</tr>
<tr>
<td>(a) seamless: ( y_{int} ) set by grid and/or solution</td>
<td>(a) math-based: based on other than physics arguments</td>
</tr>
<tr>
<td>(DES as wall-model, IDDES, ...)</td>
<td>(control-theory, filter-based, ...)</td>
</tr>
<tr>
<td>(cf. Nikitin et al., 2000; Shur et al., 2008, ...)</td>
<td>(cf. Nicoud et al., 2001; Bose &amp; Moin, 2014, ...)</td>
</tr>
<tr>
<td>(b) zonal: ( y_{int} ) set by the user</td>
<td>(b) physics-based: generally RANS-like models</td>
</tr>
<tr>
<td>(most LES/RANS approaches)</td>
<td>(i) no wall-parallel grid-connectivity</td>
</tr>
<tr>
<td>(cf. Baurle et al., 2003; Temmerman et al., 2005, ...)</td>
<td>(algebraic, ODE, ...)</td>
</tr>
<tr>
<td></td>
<td>(cf. Schumann, 1975; Kawai &amp; Larsson, 2012, ...)</td>
</tr>
<tr>
<td></td>
<td>(ii) with wall-parallel grid-connectivity</td>
</tr>
<tr>
<td></td>
<td>(PDE, momentum integral, ...)</td>
</tr>
<tr>
<td></td>
<td>(cf. Balaras et al., 1996, ...)</td>
</tr>
</tbody>
</table>

Fig. 4 Classification of wall-modeled LES (WMLES) approaches, with some representative citations given for each approach.
impart flow structures onto the wall-model, the ability of “flow structures” in the wall-model to enter the LES region is limited. Perhaps more importantly, the formal definition of the LES region all the way to the wall implies that the LES and the wall-model actually overlap for a distance of $h_{wm}$. As will be discussed in section 3.2, this overlap can be used to achieve grid-independent results.

2.3.1. Hybrid LES/RANS methods

There have been many proposed versions of hybrid LES/RANS methods over the years, some using the same turbulence model in both regions (e.g., DES in WMLES mode; cf. Nikitin et al., 2000), others using different models in the two regions (among many others, cf. Baurle et al., 2003; Davidson & Peng, 2003; Temmerman et al., 2005). The classification of different hybrid LES/RANS methods is non-unique; one could easily classify into zero-, one-, and two-equation models instead, for example. The classification used here is driven by whether one can reach a grid-independent solution or not.

The energetic eddies in the log-layer are of a size roughly proportional to the wall-distance. Since they are strongly damped in the RANS region, this means that the smallest resolved LES eddies will have a size proportional to the interface height $y_{int}$. Therefore, methods for which one can maintain a fixed $y_{int}$ during grid-refinement are capable of reaching a grid-converged state; we term these “zonal” methods here (note that Piomelli, 2008, and many others use the term “zonal” in a different sense). An example of grid-convergence for such a method is shown in Fig. 5. Note that, for this particular case, the mean velocity profile actually becomes less accurate during grid-refinement. In other situations, the opposite may be true. The larger implication is that hybrid LES/RANS may require quite fine grids in order to be grid-converged. If not grid-converged, then the results (by definition) depend on the numerical method, and any conclusions arrived at may be code-specific.

The other type of hybrid LES/RANS methods has an interface location $y_{int}$ that depends on the grid and/or the solution, in a way that it cannot be set independently by the user. We term these “seamless”, with the most famous example being DES when used in a wall-modeling mode (Nikitin et al., 2000). The main advantage of seamless methods is how they can be used on a range of applications and grids without any user-driven modifications. This is a real strength in applied engineering situations. The downside, of course, is that it is very difficult (or perhaps impossible?) to demonstrate grid-independence, at least in the sense meant here.

Both “seamless” and “zonal” hybrid LES/RANS methods suffer from some degree of problem in maintaining the correct mean velocity profile around the interface. Most often, the mean velocity $\mathbf{\bar{u}}(y^+)$ in the LES region ends up above the log-law, and thus this is called the “log-layer mismatch”. Multiple studies have reported improvements that can remove the log-layer mismatch, through either the addition of small-scale forcing or by tailoring the blending function between the RANS and LES eddy-viscosities.

Small-scale forcing has been used in quite a few studies (cf. Piomelli et al., 2003; Davidson & Dahlström, 2005; Davidson & Billson, 2006; Keating & Piomelli, 2006), with generally successful results in the sense of a reduced log-layer mismatch. The addition of small-scale forcing can be justified quite rigorously based on the filtered/averaged Navier-Stokes equations (Germano, 2004; Rajamani & Kim, 2010). The caveat, however, is that the results depend quite

![Fig. 5 Grid-convergence in hybrid LES/RANS of channel flow with fixed interface height $y_{int}/\delta = 0.15$ during grid-refinement of $\Delta z/\delta$ from 0.25 (circles) to 0.047 (triangles). The spanwise resolution was fixed at $\Delta x/\delta = 0.031$. Taken from Larsson (2006).](image-url)
Fig. 6 Log-layer mismatch in hybrid LES/RANS and its dependence on the amplitude of small-scale forcing. Taken from Larsson et al. (2006).

strongly on the forcing amplitude: this can be seen in Fig. 6, which shows how the log-layer mismatch is essentially a linear function of the forcing amplitude (for this particular case, code, modeling approach, grid, etc). Clearly one can effectively remove the log-layer mismatch by picking the right forcing amplitude, but since there is no real theory or predictive way of doing this, the idea of using small-scale forcing in hybrid LES/RANS has a robustness problem. In fact, Keating & Piomelli (2006) and Larsson et al. (2006) both resorted to feedback-control algorithms in order to set the forcing amplitude.

The other major approach to reducing the log-layer mismatch has been to adjust the blending function between the LES and RANS eddy-viscosities. Choi et al. (2009) found the best results when aiming for an interface near the boundary between the log-layer and the outer layer. Shur et al. (2008) used a blending function that caused a more abrupt changeover, arguing that this promotes instabilities that more rapidly lead to resolved LES turbulence. Given the dependence of the log-layer mismatch on the grid illustrated in Fig. 5, however, the question remains as to how robust these methods are to different grid resolutions and different numerical methods (which add method-specific numerical errors). In fact, when testing with different Δx values, Shur et al. (2008) did find differences in the mean velocity profile, including a non-zero log-layer mismatch for Δx = 4Δz. While one could argue that such a grid should not be used, it would be nice to see evidence of grid-independence for different types of numerical methods for the promising ideas of Shur et al. (2008).

To summarize, the major drawback of the hybrid LES/RANS methods clearly is their “artificial buffer layer” with the associated log-layer mismatch and the artificial physical structures that survive some distance into the LES region (cf. Piomelli et al., 2003). Countering this drawback is the major advantage of how at least some of these methods can function in both LES/RANS and in pure RANS mode, depending on the state of the flow and the grid. This can be very valuable in applied situations.

2.3.2. Wall-stress-models

Almost all wall-stress-models are based on the physical principle of momentum conservation in a nearly parallel shear flow. The whole point of wall-modeling is to avoid resolving any turbulence in the inner layer, and thus the wall-model equations must necessarily be thought of as either low-pass filtered in the wall-parallel directions or ensemble-averaged. In either case, the filtered momentum conservation equation in the (on average) streamwise direction is

$$\frac{\partial u}{\partial t} + \frac{\partial u u_j}{\partial x_j} + \frac{1}{\rho} \frac{\partial p}{\partial x} = \frac{\partial}{\partial y} \left[ (\nu + \nu_{w,m}) \frac{\partial u}{\partial y} \right],$$

where we have assumed the special case of uniform-density flow aligned (on average) with the x = x_1 direction. In addition to the parallel-flow assumption, most wall-stress-models assume that the eddy-viscosity in the wall-model ν_{w,m} is given by a zero-equation mixing-length model like

$$\nu_{w,m} = \kappa u^* y \left[ 1 - \exp \left( -y^*/A^* \right) \right]^2.$$ 

The most common wall-stress-model is the equilibrium model, in which the convection and the pressure-gradient are assumed to balance exactly; thus the left-hand-side of Eqn. (1) is assumed to be zero. The resulting ODE has the solution $u^* \approx y^*$ for $y^* \leq 5$ and $u^* \approx \ln(y^*)/\kappa + B$ for $y^* \geq 30$, as is well known. In practice, equilibrium models
can be implemented either by algebraically solving the log-law for the friction velocity \( u_c \), or by numerically solving the ODE directly. The slight advantage of the latter is that it produces the right wall-stress even if the grid locally approaches traditional LES resolution with resolved viscous and buffer layers. The more significant advantage of the algebraic implementation is, of course, that it is considerably cheaper. In practice, the only reason to solve the equilibrium ODE numerically is the ability to account for other physics-effects, e.g., in the case of strongly non-adiabatic compressible flow. We note that ODE-based wall-models have also been considered in the RANS literature (e.g. Craft et al., 2004) to improve the prediction of the wall shear stress by solving an ODE in the wall-normal direction inside an inner layer sufficiently close to the wall.

The first one to actually solve the momentum equation \( (1) \) as a wall-stress-model, with all terms retained (i.e., solving the full boundary layer PDEs), was Balara et al. (1996). This removes the assumption of a perfect balance between convection and the pressure-gradient, which should enable the capturing of at least some non-equilibrium effects. Others have followed in the footsteps of Balara et al. (1996), proposing different modifications to their original concept. Cabot & Moin (1999) pointed out that the eddy-viscosity model coefficient \( \kappa \) in Eqn. \( (2) \) should be reduced when solving the full momentum equation \( (1) \), since the convection terms then carry some shear stress. Wang & Moin (2002) introduced a dynamic procedure for \( \kappa \), which Kawai & Larsson (2013) later corrected to maintain physical consistency at larger Reynolds numbers. Park & Moin (2014) then proposed a modified correction for cases where spatial averaging can be performed (most notably, spanwise periodic cases).

The major disadvantage of solving the boundary layer PDEs is the requirement of a separate near-wall grid. To solve PDEs, this grid must have full connectivity in all coordinate directions, with similar grid-quality requirements as a normal RANS grid. The generation of this separate grid was not a problem in the academic studies mentioned above, but could clearly present significant problems in more realistic and complex geometries. Primarily for this reason, there exists a clear opportunity for innovative wall-stress-models that do not assume equilibrium and yet require at most a system of ODEs in the wall-normal direction to solve. Some such models are discussed in section 3.4, along with the consistency requirements that they must satisfy.

The wall-stress-models discussed up to this point have all been physics-based, i.e., derived based on physical principles and arguments. A very different approach to the problem was taken by Nicoud et al. (2001), who viewed the problem in a purely mathematical sense. By the late 1990s, it had become clear that the LES was always underresolved in the first grid points next to the wall when used in combination with a wall-stress-model. Given that fact, one could plausibly conclude that physics-based modeling would never be sufficient – even a perfect wall-stress-model would suffer from errors in the underresolved LES. This line of thinking led to the innovative paper by Nicoud et al. (2001), which viewed the instantaneous wall-stress field as a control input, and used control theory to find the wall-stresses that caused the LES mean velocity to most closely follow the log-law. This approach was further developed by Templeton et al. (2006, 2008). A different approach that also viewed the problem in a purely mathematical sense is the work of Bose & Moin (2014), who viewed the wall-modeling problem in terms of filtering without direct reference to the near-wall physics. They argued that the filtered velocity at a wall should have a finite value (i.e., a slip-velocity), and proposed a method for estimating this slip-velocity given an instantaneous LES solution and grid. An important future development for this model will be to quantify the effects of the strong connection between the filter-width (both size and anisotropy) in the LES and the implied wall-model on the accuracy of the results (i.e., do the results change for different \( \Delta x/\Delta z \) ratios in the grid and/or filter?). As a side-point, the Bose & Moin (2014) approach does not really fit the present taxonomy in Fig. 4: it does define the LES all the way to the wall, but it does not estimate the wall-stress directly.

The remainder of the paper is focused on physics-based wall-stress-models, specifically on the progress during the last decade.

3. Wall-stress modeling: implementation and recent progress on key issues

The principle of wall-stress-modeled LES is sketched in Fig. 7. The problem can be stated in the following way: given an instantaneous velocity \( u_i \) at height \( y = h_{wm} \) above the wall, estimate the instantaneous wall shear stress vector \( \tau_{w,j} \). If one is solving an energy equation at the LES level, this is augmented by the estimation of the wall heat flux \( q_w \) using the temperature \( T \) at height \( y = h_{wm} \) as input. And, one could easily add additional input quantities, for example the velocity gradient tensor \( \partial_i u_i \), the pressure-gradient \( \delta p \), and other quantities available in the LES. The implementation in a complex geometry when the LES grid is unstructured is sketched in Fig. 8.
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Fig. 7 The principle of wall-stress-modeled LES if the wall-model is decoupled from the LES grid. Instantaneous snapshot of a boundary layer with overlaid LES grid, where the grid-spacing $\Delta x_i$ in all directions is determined solely by the boundary layer thickness $\delta$. The wall-model models the flow in a layer of thickness $h_{wm}$; it is fed instantaneous velocity and temperature information from the LES, and returns the instantaneous wall stress and heat flux to the LES, which then uses these as the wall boundary condition. The wall-model thickness $h_{wm}$ is chosen to fall within the log-layer.

Fig. 8 Implementation of wall-stress-modeled LES where the wall-model is decoupled from the LES grid in complex geometries. The wall-modeled thickness $h_{wm}$ is specified independently from the LES grid, which necessitates interpolation from the LES grid to the top of the wall-modeled layer. Taken from Bodart & Larsson (2011).

3.1. Implementation – numerical integration of ODE-based models

The implementation of an algebraic wall-stress-model is often trivial, but it is worth spending some time describing the implementation of an ODE-based wall-stress-model. We consider the case of implementing an equilibrium-model for compressible flow, for which the simplified momentum and total energy equations are

$$\frac{d}{dy} \left[ (\mu + \mu_{t,wm}) \frac{dU}{dy} \right] = 0,$$

$$\frac{d}{dy} \left[ c_p \left( \frac{\mu}{Pr} + \frac{\mu_{t,wm}}{Pr_{t,wm}} \right) \frac{dT}{dy} \right] = -\frac{d}{dy} \left[ (\mu + \mu_{t,wm}) U \frac{dU}{dy} \right],$$

and the wall-model eddy-viscosity is taken as

$$\mu_{t,wm} = \kappa \sqrt{\frac{\tau_w}{\rho}} y \left[ 1 - \exp \left( -y/\Lambda^* \right) \right]^2.$$

Note that the velocity scale for non-uniform density is $\sqrt{\tau_w/\rho}$. We take the common values $\kappa = 0.41$, $A^* = 17$ and $Pr_{t,wm} = 0.9$.

These equations are to be solved over the region $0 \leq y \leq h_{wm}$. At the top boundary, $U$ is set equal to the magnitude of the wall-parallel velocity in the LES, while $T$ is simply taken directly from the LES. At the lower boundary, the no-slip condition is applied together with the appropriate thermal boundary condition (specified temperature or heat flux).

It is worth pointing out that Eqn. (4) is derived from the conservation of total energy, and therefore this equation does contain the effect of viscous heating. Specifically, the term involving the velocity $U$ is the sum of the viscous heating $(\mu + \mu_{t,wm})(dU/dy)^2$ (which includes heating by turbulence dissipation, since the assumption of equilibrium implies that turbulence production = dissipation) and the work done by viscous forces and turbulence $Ud((\mu + \mu_{t,wm})dU/dy)/dy$.  
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Eqns. (3) and (4) are in divergence-form and are thus most naturally solved using a 1D finite-volume method. The 1D finite-volume grid can be stretched quite substantially (each cell can be 10-20\% larger than its next neighbor). In our own implementations, we have used second-order accurate interpolation and differentiation at the cell faces, and then solved the coupled equations using the tri-diagonal matrix or Thomas algorithm (TDMA) applied in a segregated manner (alternating TDMA sweeps of the momentum and energy equations, with updated eddy-viscosity $\mu_{\text{ewn}}$ in between). The convergence is easiest measured by the change in $\tau_{\text{wm}}$ and $q_{\text{wm}}$ between successive iterations, since these are the only output quantities from the wall-model.

The wall-stress $\tau_{\text{wm}}$ from the wall-model (3)-(5) is the magnitude of the wall-stress vector parallel to the wall. The final step is to construct the full wall-stress vector $\tau_{\text{wm},i}$ by assuming that it is perfectly aligned with the velocity parallel to the wall, and by using a simple linear approximation for the wall-normal velocity (for the wall-normal stress).

### 3.2. The log-layer mismatch – root cause and a physics-based solution

One of the most persistent errors in wall-modeled LES is the “log-layer mismatch”, where the mean velocity profile in viscous units is shifted upwards (positive mismatch, $\overline{\nu}^+$ above the log-law) or downwards (negative mismatch, $\overline{\nu}^-$ below the log-law). Since the skin friction coefficient $c_f = 2\tau_{\text{wm}}/(\rho_{\infty} U_{\infty}^2) \propto U_{\text{ref}}^{-2}$, the log-layer mismatch error has a direct effect on the predicted skin friction. Accurate prediction of the skin friction is important not only for drag predictions, but also in predictions of boundary layer separation, where the cumulative loss of near-wall momentum in the upstream boundary layer determines the point of separation.

Experience has shown that the straightforward application of most wall-modeled LES approaches in both categories in Fig. 4 (i.e., both hybrid LES/RANS and wall-stress-models) leads to a log-layer mismatch. Importantly, the log-layer mismatch depends both on the actual wall-model and on details of the LES method itself (numerics, grid, subgrid model, etc). A positive log-layer mismatch has been found for almost all versions of hybrid LES/RANS (cf. Nikitin et al., 2000; Piomelli et al., 2003; Larsson et al., 2006; Hamba, 2009; Chen et al., 2012). For wall-stress-models, some studies find a positive mismatch (cf. Piomelli et al., 1989; Kawai & Larsson, 2012) while others find a negative mismatch (cf. Cabot & Moin, 1999; Nicoud et al., 2001; Lee et al., 2013; Bose & Moin, 2014). Interestingly, the studies with a negative mismatch has generally been for incompressible flow solved using a staggered grid, whereas most results with codes using a colocated grid and/or some degree of numerical dissipation have produced a positive mismatch. The main point of this observation is, of course, that the log-layer mismatch is code-dependent, more specifically dependent on the numerics and modeling in the LES itself.

For the case of wall-stress-modeled LES, there does exist a robust solution to the log-layer mismatch problem. The solution is best understood in terms of grid-convergence, specifically by framing the wall-modeled LES problem in the following way. Assuming that we know the local boundary layer thickness $\delta$, from a physics point-of-view we know that the “ideal” thickness of the wall-modeled layer is $h_{\text{wm}} \approx 0.26$ (i.e., the bottom of the outer layer). Thus we should specify $h_{\text{wm}}$ without any reference to the LES grid. Having made this specification, we should now seek an LES grid that is sufficiently fine to yield grid-converged results. As it turns out, once $h_{\text{wm}}$ is specified and held fixed, the LES solution displays classical grid-convergence behavior, with grid-converged results once the grid-spacing is some fraction (the exact value of which depends on the numerical method) of $h_{\text{wm}}$. Importantly, the converged results have zero log-layer mismatch. The remainder of this section lays out the details of this approach and why it works, following Kawai & Larsson (2012).

Consider a wall-stress-modeled LES where the wall-model takes as input the instantaneous LES solution at some height $y = h_{\text{wm}}$. The most natural choice, and the choice made historically, is to take the LES solution from the first off-wall grid point as input to the wall-model (i.e., to choose $h_{\text{wm}} = \Delta y$ or $\Delta y/2$ depending on grid-arrangement). The problem, however, is that the LES is inevitably plagued by numerical and subgrid-modeling errors in the first few grid points off the wall, for the following reasons. The size of the energetic and stress-carrying motions in the log-layer is roughly proportional to the wall-distance $y$, and thus the length scale of the stress-carrying motions in each direction $i$ can be written as $L_i = C_i y$, where $C_i$ is a constant that is different in each direction. To resolve eddies of size $L_i$ numerically, a grid-spacing of $\Delta x_i \leq L_i/N$ is needed, where $N$ is the number of grid points per integral scale $L_i$. The exact value of $N$ depends on the numerical method, with smaller values expected for higher-accuracy methods. Therefore, the stress-carrying motions are properly resolved at height $y$ only if

$$\Delta x_i \leq \frac{C_i}{N} y, \quad i = 1, 2, 3.$$  \hfill (6)

The numerical Nyquist criterion implies that $N \geq 2$ (i.e., at least 2 points are needed per wavelength). Kinematic damping
of turbulent eddies by the wall makes \( C_2 \lesssim 2 \) a reasonable upper bound. Therefore, \( C_2/N \) is almost certainly less than 1, which means that the criterion (6) is violated in the first LES grid-point, regardless of numerical accuracy in the LES. As a direct consequence, the LES is necessarily inaccurate in the first grid-point, and thus the wall-model is necessarily fed inaccurate input from the LES whenever we define the wall-model to start at the first LES grid-point.

A crucial implication of the reasoning above is that the error is not due to the wall-model, and thus even a “perfect” wall-model in one numerical code would suffer from a log-layer mismatch if implemented in a different numerical code!

The solution to the problem is very simple, and stems directly from criterion (6) and the realization that the wall-model equations (3)-(5) are valid for any interval between the wall and the bottom of the outer part of the boundary layer. Specifically, for a fixed \( h_{wm} \), the LES will be grid-converged if and only if

\[
\Delta x \leq \frac{C_1}{N} h_{wm} \quad \Delta y \leq \frac{C_2}{N} h_{wm} \quad \Delta z \leq \frac{C_3}{N} h_{wm}.
\]

We can satisfy the criteria (7) in the wall-parallel directions by simple grid-refinement of \( \Delta x \) and \( \Delta z \). The criterion on \( \Delta y \), however, can only be satisfied by decoupling the LES grid (i.e., \( \Delta y \)) from the thickness of the wall-modeled layer (i.e., the modeling choice \( h_{wm} \)) – in other words, by abandoning the established practice of applying the wall-model between the first off-wall grid point and the wall. The overall reasoning is that the wall-model can only function properly if fed accurate information from the LES, which in turn implies that the LES must be well resolved at the point \( h_{wm} \) (the modeling choice) where information is fed to the wall-model.

An example of this reasoning and the resulting approach is shown in Fig. 9. By refining \( \Delta y \) while keeping the modeling choice \( h_{wm} \) fixed, there is clearly a convergence process of the LES results. The fact that we can reach a grid-converged state, i.e., a state where the numerical and modeling errors in the LES are negligible, is the main point of the approach by Kawai & Larsson (2012). The fact that the mean velocity in this example actually converges to the expected log-law is then a conclusive proof that the wall-model is accurate for this flow. This implies two things: (i) that this approach is a robust solution to the log-layer mismatch problem; and (ii) that this type of framework that can remove errors in the LES should be used when assessing wall-models on other types of flows – the effect of the wall-model must be isolated before any meaningful assessment can be made (which is unfortunately sometimes bypassed in the wall-modeling community).

For the particular numerical method used in this example (sixth-order accurate compact differencing scheme), essentially converged results are obtained for \( \Delta y \approx 0.33 h_{wm} \). The complete grid-convergence study suggests that \( \Delta x \approx \Delta z \approx 0.8 h_{wm} \) is required/sufficient for grid-converged results for the particular numerical method used by Kawai & Larsson (2012). This reasoning was later confirmed in the independent study by Lee et al. (2013), who found grid-converged results in their channel flow calculations (using a very different numerical method) for \( \Delta x \lesssim 0.6 h_{wm} \), \( \Delta y \lesssim 0.3 h_{wm} \), and \( \Delta z \lesssim 0.4 h_{wm} \). Every code will have its own exact requirements, but the larger reasoning is general.

Having described the Kawai & Larsson (2012) framework, it is appropriate to mention the work of Brassier & Wei (2010), who conducted a comprehensive analysis of what errors in the LES (i.e., not in the wall-model) that lead to a mean velocity gradient that is different from the log-law. They identified the grid-dependence in wall-modeled LES, both the dependence on grid-spacing and grid-anisotropy. While they did not decouple the LES grid from the thickness of the wall-modeled layer, i.e., allow for \( \Delta y \ll h_{wm} \), their theory of different errors could be used in the Kawai & Larsson (2012) framework to predict the required grid-spacings for a grid-converged solution.

Finally, we note the work of Wu & Meyers (2013), who addressed the log-layer mismatch problem in a different way. They similarly noted that the LES is inevitably erroneous near the wall, but solved this by deriving the value of the Smagorinsky constant (they used the Smagorinsky subgrid model) that would lead to a mean velocity profile that satisfies the log-law. This modified Smagorinsky constant, used only near the wall, was found to reduce the log-layer mismatch error from a typical 10-20% to only 5% in their numerical tests. An interesting future direction would be to combine their modified Smagorinsky constant with the framework for grid-converged WMLES, the idea being that it could possibly reduce the grid-requirements for reaching grid-convergence.

### 3.3. Transition to turbulence

Many important flows are sensitive to the laminar-to-turbulence transition process, including the flow over a cylinder or sphere around the drag crisis, the flow over an airfoil at high angles-of-attack, and the heat transfer around a hypersonic vehicle. Traditional LES approaches can predict the transition process rather accurately, since the instability waves and mechanisms important to the transition process are fully resolved on a grid suitable for traditional LES. Existing wall-modeled LES approaches, on the other hand, cannot predict transition: since the wall-model assumes fully developed
Bodart & Larsson (2012) found that the turbulence kinetic energy in viscous units is consistently between 2.5 and 4.0 in the log-layer across a large range of Reynolds numbers. Since the top of the wall-modeled layer is in the log-layer, it makes sense to estimate the kinetic energy at that location. The turbulence kinetic energy at a point in the flow can be estimated using a temporal low-pass filter with an exponential kernel, which allows a time-filtered value \( \langle f(t) \rangle \) of a quantity \( f \) to be approximately computed from the ODE (analogously to Meneveau et al., 1996)

\[
\frac{d\langle f(t) \rangle}{dt} = \frac{f(t) - \langle f(t) \rangle}{T(t)},
\]

where we take \( T(t) = 1 / \sqrt{\langle \frac{1}{2} \frac{d}{dt} N(t) \rangle} \) at \( y = h_{\text{wm}} \). This low-pass filter (or moving average) then allows for the estimation of the time-filtered wall density \( \langle \rho_w(t) \rangle \), the time-filtered wall shear stress \( \tau_w(t) \), and the time-filtered turbulence kinetic energy \( k(t) = \langle u_k u_k \rangle - \langle u_0 \rangle^2 \), taken at \( y = h_{\text{wm}} \). The proposed sensor is then (note that this is actually the square of the sensor defined in Bodart & Larsson, 2012)
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s_{\text{w}}(t) = \frac{\langle \rho_w \rangle(t) k(t)}{\langle \tau_w \rangle(t)},
\]

which is defined at every point on the wall. This quantity is completely local and can be easily computed for any type of grid or geometry. The wall-model is used to estimate the wall stress \( \tau_w \) (and possibly the wall heat flux \( q_w \) or the wall temperature \( T_w \)) at all points where \( s_{\text{w}}(t) > s_{\text{lim}} \), while the standard estimation of the shear stress assuming a linear velocity profile from the first off-wall grid-point is used where \( s_{\text{w}}(t) < s_{\text{lim}} \).

The results are rather insensitive to the threshold value \( s_{\text{lim}} \), due to the fact that the turbulence kinetic energy in viscous units (which the sensor \( s_{\text{w}} \) estimates) is close to constant across different wall-distances and Reynolds numbers; Bodart & Larsson (2012) found 2.5 \( \leq s_{\text{w}} \leq 4.0 \) for \( 20 \leq y^+ \leq 0.2 \delta^+ \) for several DNS channel flow simulations with turbulence, the wall-model predicts a high level of wall shear stress \( \tau_w \) even in the laminar region, resulting in inaccurate boundary layer growth and dynamics. An example of this problem was the inability to predict the drag crisis in the flow around a cylinder by Catalano et al. (2003), where the wall-model predicted a turbulent boundary layer around the full cylinder, with the associated late separation and low coefficient of drag, regardless of the Reynolds number.

The problem of predicting transition with wall-modeled LES was studied and addressed by Bodart & Larsson (2012), who proposed a solution in which a flow sensor continuously estimates whether the local boundary layer is laminar or turbulent and then adjusts the wall-treatment accordingly. The underlying reasoning is that the instability waves in transition scale with outer units, i.e., they have wavelengths on the order of the boundary layer thickness \( \delta \) rather than the viscous length scale. Therefore, a grid suitable for WMLES (following the criteria in section 3.2) is capable of accurately capturing the instability waves as well.

To estimate whether the boundary layer is laminar or turbulent, Bodart & Larsson (2012) made the observation that the turbulence kinetic energy in viscous units is consistently between 2.5 and 4.0 in the log-layer across a large range of Reynolds numbers. Since the top of the wall-modeled layer is in the log-layer, it makes sense to estimate the kinetic energy at that location. The turbulence kinetic energy at \( y = h_{\text{wm}} \) is estimated using a temporal low-pass filter with an exponential kernel, which allows a time-filtered value \( \langle f(t) \rangle \) of a quantity \( f \) to be approximately computed from the ODE (analogously to Meneveau et al., 1996)

\[
\frac{d\langle f(t) \rangle}{dt} = \frac{f(t) - \langle f(t) \rangle}{T(t)},
\]

where we take \( T(t) = 1 / \sqrt{\langle \frac{1}{2} \frac{d}{dt} N(t) \rangle} \) at \( y = h_{\text{wm}} \). This low-pass filter (or moving average) then allows for the estimation of the time-filtered wall density \( \langle \rho_w(t) \rangle \), the time-filtered wall shear stress \( \langle \tau_w(t) \rangle \), and the time-filtered turbulence kinetic energy \( \langle k(t) = \langle u_k u_k \rangle - \langle u_0 \rangle^2 \rangle \), taken at \( y = h_{\text{wm}} \). The proposed sensor is then (note that this is actually the square of the sensor defined in Bodart & Larsson, 2012)

\[
s_{\text{w}}(t) = \frac{\langle \rho_w(t) k(t) \rangle}{\langle \tau_w(t) \rangle},
\]

which is defined at every point on the wall. This quantity is completely local and can be easily computed for any type of grid or geometry. The wall-model is used to estimate the wall stress \( \tau_w \) (and possibly the wall heat flux \( q_w \) or the wall temperature \( T_w \)) at all points where \( s_{\text{w}}(t) > s_{\text{lim}} \), while the standard estimation of the shear stress assuming a linear velocity profile from the first off-wall grid-point is used where \( s_{\text{w}}(t) < s_{\text{lim}} \).

The results are rather insensitive to the threshold value \( s_{\text{lim}} \), due to the fact that the turbulence kinetic energy in viscous units (which the sensor \( s_{\text{w}} \) estimates) is close to constant across different wall-distances and Reynolds numbers; Bodart & Larsson (2012) found 2.5 \( \leq s_{\text{w}} \leq 4.0 \) for \( 20 \leq y^+ \leq 0.2 \delta^+ \) for several DNS channel flow simulations with turbulence, the wall-model predicts a high level of wall shear stress \( \tau_w \) even in the laminar region, resulting in inaccurate boundary layer growth and dynamics. An example of this problem was the inability to predict the drag crisis in the flow around a cylinder by Catalano et al. (2003), where the wall-model predicted a turbulent boundary layer around the full cylinder, with the associated late separation and low coefficient of drag, regardless of the Reynolds number.

The problem of predicting transition with wall-modeled LES was studied and addressed by Bodart & Larsson (2012), who proposed a solution in which a flow sensor continuously estimates whether the local boundary layer is laminar or turbulent and then adjusts the wall-treatment accordingly. The underlying reasoning is that the instability waves in transition scale with outer units, i.e., they have wavelengths on the order of the boundary layer thickness \( \delta \) rather than the viscous length scale. Therefore, a grid suitable for WMLES (following the criteria in section 3.2) is capable of accurately capturing the instability waves as well.

To estimate whether the boundary layer is laminar or turbulent, Bodart & Larsson (2012) made the observation that the turbulence kinetic energy in viscous units is consistently between 2.5 and 4.0 in the log-layer across a large range of Reynolds numbers. Since the top of the wall-modeled layer is in the log-layer, it makes sense to estimate the kinetic energy at that location. The turbulence kinetic energy at \( y = h_{\text{wm}} \) is estimated using a temporal low-pass filter with an exponential kernel, which allows a time-filtered value \( \langle f(t) \rangle \) of a quantity \( f \) to be approximately computed from the ODE (analogously to Meneveau et al., 1996)
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\frac{d\langle f(t) \rangle}{dt} = \frac{f(t) - \langle f(t) \rangle}{T(t)},
\]

where we take \( T(t) = 1 / \sqrt{\langle \frac{1}{2} \frac{d}{dt} N(t) \rangle} \) at \( y = h_{\text{wm}} \). This low-pass filter (or moving average) then allows for the estimation of the time-filtered wall density \( \langle \rho_w(t) \rangle \), the time-filtered wall shear stress \( \langle \tau_w(t) \rangle \), and the time-filtered turbulence kinetic energy \( \langle k(t) = \langle u_k u_k \rangle - \langle u_0 \rangle^2 \rangle \), taken at \( y = h_{\text{wm}} \). The proposed sensor is then (note that this is actually the square of the sensor defined in Bodart & Larsson, 2012)

\[
s_{\text{w}}(t) = \frac{\langle \rho_w(t) k(t) \rangle}{\langle \tau_w(t) \rangle},
\]

which is defined at every point on the wall. This quantity is completely local and can be easily computed for any type of grid or geometry. The wall-model is used to estimate the wall stress \( \tau_w \) (and possibly the wall heat flux \( q_w \) or the wall temperature \( T_w \)) at all points where \( s_{\text{w}}(t) > s_{\text{lim}} \), while the standard estimation of the shear stress assuming a linear velocity profile from the first off-wall grid-point is used where \( s_{\text{w}}(t) < s_{\text{lim}} \).

The results are rather insensitive to the threshold value \( s_{\text{lim}} \), due to the fact that the turbulence kinetic energy in viscous units (which the sensor \( s_{\text{w}} \) estimates) is close to constant across different wall-distances and Reynolds numbers; Bodart & Larsson (2012) found 2.5 \( \leq s_{\text{w}} \leq 4.0 \) for \( 20 \leq y^+ \leq 0.2 \delta^+ \) for several DNS channel flow simulations with
Fig. 10 Skin friction coefficient along a flat plate boundary layer undergoing transition, for WMLES with the transition-sensor (dashed line with open circles), standard WMLES without any sensor (dashed line with filled circles), and underresolved LES on the same grid but without any wall-model at all (dashed line with open triangles). The results are compared to the DNS of Sayadi et al. (2013) (solid line), the theoretical laminar result $c_f = 0.664Re^{1/2}_{1/2}$ (lower dotted line), and the semi-analytical turbulent correlation $c_f = 0.455/[\log(0.06Re_x)]^2$ (upper dash-dotted line). Taken from Bodart & Larsson (2012).

Friction Reynolds numbers $Re_\tau$ ranging from 180 to 2000. A value of $s_{lim} = 0.25$ works well for the cases we have tried so far.

The approach is assessed by computing the transition induced by localized blowing and suction in the boundary layer over a flat plate. The blowing/suction triggers so-called H-type transition, where modes grow from infinitesimal levels in a linear manner before breakdown to turbulence. The main result, the skin friction coefficient $c_f$, is shown in Fig. 10.

The figure shows several things. The sensor is clearly required for this problem in order to avoid erroneously assuming a turbulent skin friction in the laminar region. With the sensor, the wall-modeled LES closely follows an underresolved LES (without any wall-model) up to the point of transition, exactly as designed. The effect of the coarse grid-resolution is to yield a much more abrupt transition than in DNS; however, the actual point of transition is very well predicted. Behind the transition location, the underresolved LES (without the wall-model) progressively starts underpredicting the skin friction, as the viscous length scale decreases and makes the LES increasingly poorly resolved. With the wall-model, the skin friction stays at the turbulent level.

One important caveat to these results is that while the instability waves are rather “large” in the wall-parallel directions, they do require a fine grid in the wall-normal direction in order to be accurately captured. For example, Park & Moin (2014) used the sensor-based WMLES technique to compute a transitional case, and found that they needed to refine the grid in the wall-normal direction in the transitional region. In an incompressible code, this can be achieved quite easily at little additional computational cost, but for compressible codes with explicit time-stepping such a refined wall-normal grid in the laminar region would induce a substantially reduced time step. In different transition scenarios where the disturbances come from the free-stream flow (e.g., “bypass transition”) this may be much less problematic.

Finally, we note that the general idea of combining a wall-model with a sensor could be extended beyond the issue of laminar-to-turbulent transition. For example, sensors could be designed to deactivate the wall-model near or after flow separation.

3.4. Separating and separated flows

Flows where the boundary layer separates over a smooth surface are important in many engineering applications, and are known to be poorly predicted by many RANS methods. Therefore, there is great interest in finding a wall-modeled LES method which is robustly accurate for separating and separated flows.

3.4.1. Why the assumption of equilibrium in a wall-model is less restrictive than at first sight

A common line of thinking in the wall-modeling community is that equilibrium models are necessarily erroneous and insufficient for non-equilibrium flows. There are, however, two main arguments that depart from this pessimistic view and justify the applicability of such models in non-equilibrium conditions.

First, 80% of the boundary layer in wall-modeled LES is resolved. A properly conducted WMLES should have
the same grid-resolution in the outer layer as a normal LES, and should therefore capture the non-equilibrium effects in the outer layer with the same accuracy as traditional LES. Moreover, the turbulence time-scale \( k/\varepsilon \) is approximately proportional to the wall-distance \( y \) in the inner layer, and thus much of the inner layer dynamics are much faster than any large-scale dynamics in the outer layer (which the LES would capture). As a consequence, it is wholly plausible that the inner layer should be close to equilibrium, even in a non-equilibrium flow.

Secondly, it is crucial to remember the physical nature of the convection and pressure-gradient terms in the momentum equation (1), specifically that the left-hand-side of Eqn. (1) is the sum of terms that may be individually very large but which should approximately balance each other above the viscous layer. For example, a strong adverse-pressure-gradient should lead to flow deceleration, and vice versa. More mathematically, above the viscous layer and in the limit of weak turbulence, Eqn. (1) should reduce to the so-called “Euler’s” equation along a streamline, which, after integration along the streamline, becomes the Bernoulli equation. This hypothesis was tested by Hickel et al. (2012) using well-resolved (traditional) LES data for two strongly separated flows, with the conclusion that the instantaneous convective terms were almost perfectly balanced by the instantaneous pressure-gradient above the viscous layer (say, \( y^+ \gtrsim 30 \pm 10 \)).

Putting these aspects together, we have the following plausible picture: Even in a strongly non-equilibrium boundary layer, the left-hand-side of Eqn. (1) is approximately zero in the overlap (log-) layer due to the balance between convection and pressure-gradient (physically, due to the Bernoulli equation). This balance does not hold in the viscous layer, of course, but due to the time-scale argument the viscous layer is the most likely to be in quasi-equilibrium. Therefore, we must conclude that the assumption of an approximately zero left-hand-side in Eqn. (1) is potentially rather accurate, even in non-equilibrium situations – at the very least, we should allow for the possibility of this being a reasonably accurate approximation.

There is some evidence for this conjecture in the recent paper by Coleman et al. (2015), who extracted the mean velocity at \( y^+ = 50 \) (denoted by \( \overline{\nu}^+(y^+ = 50) \)) from a wide range of adverse and favorable pressure-gradient flows. Across the full range of variation in pressure-gradient \( (dp^*/dx^+ \text{ ranging from } -0.02 \text{ to } 0.02) \), the \( \overline{\nu}^+(y^+ = 50) \) value varied from about 16 (favorable) to about 14 (adverse). Thus the effect of the pressure-gradient should be weak, which is consistent with the idea that the sum of convection and pressure-gradient should be small, regardless of how large the individual terms are.

There has been some recent \textit{a posteriori} evidence in favor of this conjecture. Bermejo-Moreno et al. (2014) performed WMLES with an equilibrium wall-model of the interactions between oblique shock waves and turbulent boundary layers in a nearly square duct. Despite the significant pressure gradients that exist within the boundary layer in the region of interaction with the shock wave, a favorable comparison with experimental data was found for this incipiently separated flow, as shown in Fig. 11. The good agreement seen in the figure offers strong support for the overall reasoning in this section, specifically that equilibrium wall-models can be accurate even in strongly non-equilibrium flows, provided that the outer part of the boundary layer is well resolved.

3.4.2. Non-equilibrium ODE-based wall-models

While the equilibrium assumption is much less restrictive than the conventional wisdom gives it credit for, there is no question that a good, physically consistent, non-equilibrium wall-model requiring at most the solution of ODEs would be extremely useful. Put a different way, while the results of Coleman et al. (2015) discussed above suggest that the influence of the pressure-gradient is weak, the results also clearly show that there is an influence of the pressure-gradient.

The search for a wall-model that goes beyond the equilibrium assumption without requiring the solution of a PDE goes back at least to the paper by Hoffmann & Benocci (1995). All such efforts have been based on the following two observations: (i) a physics-based wall-model must be based on the momentum equation, since momentum transfer is the key physical process in a boundary layer; and (ii) the pressure-gradient is close to constant across a nearly parallel shear flow, and can thus be imposed from the LES solution without requiring any wall-parallel derivative when solving the momentum equation.

A common approach in the literature has been to simply discard the convective terms (i.e., \( \partial(\overline{uu}_j)/\partial x_j \)) while retaining the pressure-gradient term and, in some cases, the time-derivative term as well (Hoffmann & Benocci, 1995; Wang & Moin, 2002; Catalano et al., 2003; Duprat et al., 2011; Chen et al., 2014). This is physically inconsistent, following the reasoning and evidence in section 3.4.1 about how convection and pressure-gradient essentially balance each other outside of the viscous layer. In a similar vein, including the time-derivative term but discarding the convective term is also inconsistent, since it violates the physical fact that fluid accelerations are Lagrangian in nature. Therefore, we must conclude that the only physically consistent approach is to either retain or neglect all left-hand-side terms in Eqn. (1) together. In addition to the theoretical reasoning above, there is also evidence in the literature supporting this conclusion:
As mentioned above, Hickel et al. (2012) found a convincing balance between these terms (outside the viscous layer) at multiple streamwise locations in both a shock/boundary-layer interaction and an incompressible separation bubble. And, in Catalano et al. (2003)’s application of their wall-stress-modeled LES to a cylinder flow (which retained the pressure-gradient but discarded the convective term), the computed skin friction coefficient was overpredicted by a factor of 3 on the front side of the cylinder. This is a region of strong acceleration, thus very large (and positive) $\partial (uu_j)/\partial x_j$ and almost equally large (but negative) $(1/\rho) \partial p/\partial x$. Retaining only the latter in Eqn. (1) causes the velocity profile to have unphysically large curvature, which leads to unphysically large $\tau_w$. This is consistent with (and arguably explains) their very large overprediction of the skin friction coefficient $c_f$.

So, if we want to retain one term on the left hand side of Eqn. (1), then we must retain them all. Given that, the perhaps only possible way towards a wall-model without wall-parallel derivatives would be to somehow approximate the convective terms.

Hickel et al. (2012) tried doing this in two different ways. First, by assuming that $\partial (uu_j)/\partial x_j$ has the same shape in $y$ as the velocity to some power, i.e., that $\partial (uu_j)/\partial x_j \sim u^q$. By matching this term to the known LES values at the top of the wall-modeled layer (i.e., at $y = h_{wm}$), this closed the system. This worked very well in a priori tests, but not nearly as well when actually trying to predict $\tau_w$ given an LES solution at $y = h_{wm}$. Their second attempt was directly inspired by the approximate balance between convection and pressure-gradient outside the viscous layer, assuming that $\partial (uu_j)/\partial x_j$ was equal to the pressure-gradient above some $y^*$ (i.e., a perfect equilibrium model) but that it then decreased linearly towards 0 at the wall. This attempt worked better, giving reasonable results for both test cases.

More recently, Yang et al. (2015) assumed a parametrized shape function for the velocity in the wall-model, and then analytically integrated the momentum equation in the vertical direction. They then used different constraints to determine the parametrized shape at each time step, including the matching with the LES velocity at $y = h_{wm}$. The model was tested on channel flow with and without roughness as well as on the flow over an array of wall-mounted cubes. Since the model includes the non-equilibrium terms in a consistent manner, it has the potential to be accurate even on more complex flows like the separation over a smooth surface.

### 3.5. The unresolved scales in the inner layer

Wall-modeling in LES aims to eliminate the need to resolve the small and fast scales in the inner layer. Accordingly, wall-stress-models are designed specifically to have zero spectral content at frequencies associated with inner layer mo-
tions. Any information at high frequencies, whether fluctuating wall stress, wall pressure, or velocities, is neither needed nor desired when advancing the WMLES equations in time.

However, such information of near-wall fluctuations at unresolved scales can be very useful in the accurate prediction of physical phenomena that are coupled with wall turbulence, including sound generation, mixing, combustion, radiation and fluid-structure interaction. For example, a wall-modeled LES can at best predict the spectrum of radiated sound up to outer-layer frequencies of order \( u_\infty / \delta \). Variations of the instantaneous fluctuating near-wall temperature can have a significant impact on the chemical reactions and species concentration of turbulent flows involving combustion, as well as on its interaction with radiation. Likewise, fluctuations of the wall shear-stress (found to exceed five times the mean value by Örlü & Schlatter, 2011) can severely affect the solid wall structure in some applications (e.g., mobilization of particles resting on the wall surface).

### 3.5.1. Multi-scale interactions between the inner and outer layers – physical picture

The degree (and directionality) of interdependence between the near-wall (unresolved) scales and the larger (resolved) scales in the outer layer is critical to justify, from a hydrodynamical standpoint, the suitability of WMLES. Multiple studies in the literature are found to support Townsend (1976)’s outer-layer similarity hypothesis, by which the wall shear stress and wall impermeability condition are enough to define the outer flow of the boundary layer, without the need of imposing the no-slip condition, and thus independently of the viscous sublayer. Besides studies of different smooth and rough walls leading to similar log-layers (Perry & Abell, 1977; Jiménez, 2004; Flores & Jimenez, 2006), recently Mizuno & Jiménez (2013) proved through numerical experiments that a logarithmic layer can still be maintained when the inner layer is substituted by an off-wall boundary condition with velocities replaced by rescaled and shifted copies of those at an interior reference plane, thus suppressing the viscous and buffer layers and the near-wall maximum found in the energy spectrum. Testing Townsend’s hypothesis directly, Chung et al. (2014) compared channel flow DNS at moderate Reynolds numbers with no-slip versus shear-stress boundary conditions, observing that the outer flow (even high-order statistics) remains largely independent of the viscous sublayer. Furthermore, the LES of Lee et al. (2013), performed with a mean wall shear stress boundary condition and under very coarse near-wall grid resolution, provide evidence that fluctuations of wall shear stress are not essential for accurate predictions of the logarithmic velocity profile and low-order statistics.

Early numerical studies (Jimenez & Moin, 1991; Hamilton et al., 1995; Jiménez & Pinelli, 1999) identified the near-wall turbulent motions as the outcome of autonomous processes that are independent of the outer turbulence, and that are very similar among all smooth wall-bounded turbulence (pipe, channel and boundary layer), whose only differences lie on the larger-scale, geometry-dependent, motions. On the other hand, large-scale motions observed in experiments (Kim & Adrian, 1999) and simulations (del Alamo & Jimenez, 2003; Abe et al., 2004; Iwamoto et al., 2005) to develop in the outer layer are known to deeply penetrate into the near-wall region (De Graaff & Eaton, 2000; Hutchins & Marusic, 2007) and influence significantly the near-wall flow through an apparent amplitude modulation of the underlying small-scale fluctuations (Mathis et al., 2009; Chung & McKeon, 2010). There is now extensive evidence that the near-wall cycle is also influenced by large-scale modulating events, increasingly so with higher Reynolds numbers: the so-called superstructures are not simply superimposed onto the near-wall region but appear to actively modulate the production of near-wall scales (Hutchins & Marusic, 2007). It has also been observed that the log-layer dynamics play a crucial role in the generation of turbulent skin friction (Hwang, 2013), and that the contribution of narrow, near-wall motions to the total turbulent skin friction decays with increasing Reynolds number.

Supported by this conceptual view of a universal inner layer that is modified by the modulation and superposition of outer, large-scale motions dictated by the geometry or pressure gradient, Marusic et al. (2010) and Mathis et al. (2011) developed a model for inner-outter scale interactions (IOSI model) that predicts the statistics of the streamwise velocity fluctuations in the inner layer from a measured large-scale velocity signature taken at an outer position in the logarithmic layer (see Fig. 12). The universality of the model was suggested for four types of wall-bounded flows (channel, pipe, zero-pressure-gradient and adverse-pressure-gradient turbulent boundary layers), although modifications of the model parameters are needed for the adverse-pressure-gradient turbulent boundary layer, which has a stronger effect of the outer scales on the near-wall scales than in the zero-pressure-gradient turbulent boundary layer. Note that the notion of universality implies that the near-wall small-scale motions are not directly dependent on the Reynolds number, but the influence and intensity of the large-scale events in the logarithmic region increases with the Reynolds number. Thus, the model parameters can be determined (i.e., calibrated) at an arbitrarily chosen Reynolds number. Predictions of this model agree very well with actual experimental measurements and direct numerical simulations. Helm & Pino Martin (2013) applied the IOSI model to compressible turbulent boundary layers in supersonic and hypersonic flow conditions and extended it to include near-wall predictions of density and temperature fluctuations, finding good agreement with
Fig. 12  Comparison of experimental measurements (solid line) and IOSI model predictions of the wall-normal profile of streamwise turbulence intensity ($u^2/U^2$) for increasing Reynolds number. The red crosses mark the outer locations where the large-scale velocity signature feeding the IOSI model is taken. Reproduced from Mathis et al. (2011).

DNS data. Mathis et al. (2013) extended the IOSI model to also reconstruct the fluctuating (streamwise component of the) wall-shear stress.

3.5.2. Application to WMLES – the distinction between one- and two-way coupling The IOSI model (or any other model for the unresolved scales in the inner layer) is potentially quite useful in the context of wall-modeled LES. The role played by such a model depends on the physics of the flow and on what quantities one is interested in. To examine this issue, we consider a wall-stress-modeled LES that satisfies the accuracy and grid-resolution criteria given in section 3.2, and specifically consider how the WMLES evolution equations are coupled (or not) to the unresolved motions in the inner layer (as predicted by the IOSI or similar model).

In the scenario considered here the IOSI model depends on the WMLES, since it makes predictions about the unresolved scales based on information about the large, outer-layer scales.

For a turbulent boundary layer with no additional physics involved, there is no coupling from the IOSI model to the WMLES evolution equations. The WMLES equations are designed, on purpose, to avoid resolving the smallest scales, and they only require information about the mean (or, at the very least, very low-frequency) wall quantities ($\tau_w$, $q_w$, etc). In these one-way coupled situations, the IOSI model would be a post-processing element: it would not affect the time-integration of the WMLES, but it could enhance or complement the results. Examples where this could be useful include the prediction of sound (the IOSI model would contribute to the highest frequencies), the prediction of mobilization of sand particles on the bottom of a river (mobilization requires the shear stress to exceed some threshold), and the forcing of high-frequency modes in a fluid-structure interaction problem; in all cases assuming there is no feedback on the fluid motion.

In addition to these one-way coupled situations, one can also envision flow problems with two-way coupling, i.e., where the unresolved motions predicted by the IOSI model would affect the WMLES evolution equations. For example, in turbulent combustion near walls, the chemical reactions are strongly affected by near-wall small-scale fluctuations, as shown by Gruber et al. (2010) in their DNS studies of the interaction of a turbulent flame with turbulent boundary layer. Those changes lead to modifications of the flame speed and stretch, a change of the combustion regime near the wall, and modifications of the heat release at the wall, all of which would affect the outer flow. Likewise, several problems involving fluid-solid-structure/thermal interactions might exhibit two-way coupling, for example if small-scale fluctuations affect the rate of ablation of a hot surface. For these types of two-way coupled problems, it may be necessary to solve the WMLES and the IOSI (or similar) model in a tightly coupled manner.

4. Summary and future directions

Wall-modeled LES (WMLES) has now been around for 45 years and has reached a certain level of maturity, yet there
are still obstacles to overcome before WMLES becomes an everyday tool in applied engineering. In this final section, we try to identify some of the main challenges that lie ahead along with some thoughts on how to tackle them.

4.1. Wall-modeled LES – what it is, what it is not, and what we can reasonably expect

Wall-modeled LES is different from both the original version of DES (“DES97”; Spalart et al., 1997) and traditional (wall-resolved) LES. By resolving the outer part of the boundary layer, WMLES has the potential to be much more accurate than DES97, especially in situations where the boundary layer is far from equilibrium (accelerating, decelerating, turning, separating, ...). However, it is also clear that properly performed WMLES is not computationally cheap – it can be orders of magnitude cheaper than LES, but it is still orders of magnitude more expensive than both DES97 and RANS.

WMLES has sometimes suffered from unreasonable expectations in the LES community, specifically the expectation that a wall-model should lead to affordable LES. This expectation seems to stem from a failure to fully appreciate the need to accurately resolve the outer layer: simply put, using a wall-model in LES alleviates the need to resolve the inner layer, but is not a license to poorly resolve the outer layer.

Moving forward, we need to recognize both the (significant) promises and inherent limitations of wall-modeled LES.

4.2. The importance of showing grid-convergence and, if possible, testing different numerics

The whole idea behind LES is to avoid having to resolve some turbulent motions, and thus by definition the grid has an effect on the results. This is taken one step further in wall-modeled LES, where we create the grid to avoid resolving some of the energetic and dynamically important motions. Since the grid has a direct effect on the results, it is mandatory to test all wall-modeled LES approaches on different grids: both by refining the grid and by modifying the aspect ratio of the grid. We remind the reader of Figs. 5 and 9 which show the importance of demonstrating grid-convergence for typical hybrid LES/RANS and wall-stress-modeled methods; note specifically that the results in Fig. 5 are best (smallest log-layer mismatch) for the coarsest grid.

When assessing the sensitivity to the grid, one must vary the grid-spacing in outer units – the grid-spacing in inner (viscous, or “plus”) units is irrelevant in wall-modeled LES. For example, it is common to use the same grid in outer units and then vary the Reynolds number to produce variation in the $\Delta x$; this tests the sensitivity to the Reynolds number but not to the grid-spacing itself.

In addition to the mandatory variation of the grid-spacing and the grid-anisotropy, it is extremely useful to also test any WMLES method in different codes using different numerical methods, if possible. The discussion in section 3.2 has hopefully convinced the reader that the numerical errors are important and hard to avoid – the direct corollary to this observation is that a flawed model may produce “perfect” results by introducing errors that exactly cancel those present in the outer layer LES. For example, since most codes/numerics produce a positive log-layer mismatch, any modeling modification that by itself would produce a negative mismatch will lead to “improved” results.

The major point here is that wall-modeled LES has, by its very nature (underresolved by design in a region where the turbulence is highly anisotropic), a potentially strong sensitivity to both the grid and the numerics, in principle more so than many other areas or applications of LES (e.g., free shear flows). It is instructive to consider the area of DES, for which the issue of “grid-induced separation” was detected and documented rather early (Menter & Kuntz, 2004; Spalart, 2009). This problem is (somewhat simplistically) caused by the strong connection between the grid and the modeling (the eddy-viscosity) in the original formulation of DES97, and, more importantly in our context, appears only for certain grid-spacings and grid-anisotropies. Given this experience in the DES field, it would seem prudent to assume (until proven otherwise) that every WMLES approach may be sensitive to the grid-spacing and the grid-anisotropy.

4.3. Challenge #1: separated and other non-equilibrium flows

While equilibrium wall-models are much better suited to predicting non-equilibrium flows than they are often given credit for, there is still work to be done on developing a robust approach to, first and foremost, separated flows.

The first real need for this effort is a sufficiently well-defined experimental validation problem. First, the most important validation point in a separated flow is the skin friction profile, which is likely to be estimated from a Clauser chart at high Reynolds numbers – a process which assumes the existence and validity of a log-law (Wei et al., 2005). Secondly, the uncertainties in many experimental parameters (inflow velocity and turbulent stress profiles, spanwise confinement effects, etc) introduce uncertainties in the output results. Only such discrepancies in the WMLES results that are sufficiently larger than those uncertainties are meaningful; in practice, the differences between different wall-modeling approaches may be smaller than that. This was partially the case in Kawai & Larsson (2013), who computed a shock/boundary-
layer interaction at \( Re_0 \approx 50,000 \) in order to validate their proposed non-equilibrium wall-model. While the proposed non-equilibrium wall-modeled LES results were in excellent agreement with the experimental data, the results using an equilibrium wall-model were also within the experimental uncertainties.

In summary, combining the experimental uncertainties with the lack of proven grid-convergence in most studies, one must conclude that there has not yet been a truly convincing and conclusive demonstration of any superiority of non-equilibrium over equilibrium wall-stress-models in LES. Performing such a conclusive demonstration is a high priority in the field, regardless of the eventual conclusion from it. If it turns out to be important to model the convection/pressure-gradient terms for these flows, then approaches like that of Yang et al. (2015) seem particularly promising: i.e., the inclusion of convection/pressure-gradient in a manner consistent with the Bernoulli equation while yet requiring at most the solution of an ODE in the wall-normal direction.

4.4. Challenge #2: multi-physics effects in the inner layer

The vast majority of developments and assessments of wall-stress-modeled LES has been for flows with “canonical” physics effects, and there is a large opportunity for work on flows with substantial additional physics occurring in the inner layer. One example is chemical reactions, especially for hydrogen fuels which can burn very close to the wall. Another is in the modeling of the variance of a passive scalar, for which it is plausible that the vigorous inner layer turbulence may affect the scalar variance. When confronted by the need to model scalar variance in wall-modeled LES, Larsson et al. (2015) simply resorted to the (somewhat desperate) assumption of it having zero wall-normal gradient in the log-layer; surely one can do better than that. A third example is the inclusion of radiation effects, as done by Zhang et al. (2013). These and other cases may exhibit both one- and two-way coupling, both of which require modeling-advances beyond the current state-of-the-art. More broadly, the presence of multi-physics effects raises the possibility of situations where the wall-stress-model needs to return more information than merely the wall fluxes (of momentum, heat, scalars, etc). The present paradigm in wall-stress-modeling is essentially based on a finite-volume approach to the LES, in which only the wall fluxes are needed (if any volumetric source terms exist, they should then be included in both the wall-model and the LES itself, of course). An interesting question going forward is whether there are multi-physics phenomena for which the unresolved inner layer processes cause important effects on the volumetric LES (resolved or subgrid) which are not included in the modeled wall flux.

4.5. Challenge #3: adaptive or automated modeling

The thickness of the wall-modeled layer \( h_{wm} \) is the main modeling parameter in wall-modeled LES. The obvious problem, of course, is that \( h_{wm} \) should be chosen as a fraction of the boundary layer thickness \( \delta \), which is unknown \textit{a priori}. This is a problem in applied engineering situations, where the speed of the complete simulation process is important. We should not be too critical of WMLES: the situation is basically the same for RANS, DES and traditional LES. The higher cost of WMLES compared to RANS and DES97, however, means that there is less room for trial-and-error when creating the grid and defining the problem (i.e., choosing the \( h_{wm} \) distribution in space). Of these, the definition of \( h_{wm} \) is the more pressing problem, since the grid can be designed following the criteria in section 3.2 once \( h_{wm} \) has been set.

Little has been done in this area, and thus the field is open to new ideas. For complex flows, the solution will likely be iterative: a preliminary simulation that allows for the definition of \( h_{wm} \) followed by a more accurate simulation. In practice, this may be best implemented using RANS in the preliminary step.

A slightly different issue is the problem of how to treat regions where the grid is sufficiently good for traditional LES. The immediate answer is that the wall-model should be switched off in those regions, but this is not trivial to achieve in practice. Specifically, there exists multiple combinations of grid-resolutions in all three directions (sufficient for traditional LES or not) and the state of the boundary layer (turbulent or not), and an adaptive method would need to make the right “decision” in all possible scenarios. In addition, one must consider the possibility of hysteresis. This problem was addressed in the context of hybrid LES/RANS by Abe (2014), who devised a LES-RANS blending function that produces pure LES behavior for sufficiently fine grids; a similar approach is needed in wall-stress-modeled LES.
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