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Abstract

Experiments related to twentieth century historical climate changes and the twenty-first century scenario are performed with the latest version of the MRI climate model, MRI-CGCM2.3. The model reproduces globally averaged surface air temperature (SAT) variations in the twentieth century with satisfactory agreement with interdecadal changes of the observed trend, as well as with the overall SAT increase of 0.5°C at the present-day compared to the pre-industrial level. The globally averaged SAT rises 2.4°C in the late twenty-first century in the experiment for scenario A1B of the Special Report on Emissions Scenarios (SRES) by the Intergovernmental Panel on Climate Change (IPCC). The spatial structures of the simulated trends for the late twentieth century are validated in various atmospheric fields through comparisons with observed data, which indicate that the model demonstrates reasonable agreement with the observed trend in each field. Most of the simulated changes for the twenty-first century reveal spatial patterns similar to those in the trends that appeared in the late twentieth century. The simulated trend patterns of the sea-level pressure (SLP) in both hemispheres bear a resemblance to the observed trends, with each spatial structure reminiscent of the annular modes in the northern and southern hemispheres (NAM and SAM). These SLP trend patterns are consistent with the trends in the SAT, precipitation, and zonal mean zonal wind fields, as in the NAM and SAM. The coherent trend structures of these fields are projected to be enhanced in twenty-first century climate changes. Changes of ocean and sea-ice in association with these atmospheric changes are also described.

1. Introduction

Climate models have become advanced and sophisticated in recent years, and many simulations have been performed with these climate models to project future climate changes. Assessments of future climate changes were made in the Third Assessment Report (TAR) of the Intergovernmental Panel on Climate Change (IPCC, 2001) based upon simulation results from state-of-the-art climate models (e.g., Johns et al., 2001; Dai et al., 2001). The Meteorological Research Institute (MRI) also contributed to the TAR with results from a climate model newly developed at that time, MRI-CGCM2.0 (Yukimoto et al., 2001). MRI-CGCM2.0 has been updated and released as MRI-CGCM2.3 (Yukimoto et al., 2005); its performance has been improved in many aspects. The model exhibits excellent reproducibility in the present-day climate; the meridional distributions of the radiation budget and cloud radiative forcing are close to the satellite observations (Yukimoto et al., 2005), the seasonal migrations of the Asian monsoon are realistic (Rajendran et al., 2004), and the El Niño-La Niña asymmetry is realistically simulated (An et al., 2005). We used this model to perform experiments to reproduce the historical climate and to project future climate changes. The results are available to the public for use in detailed analyses by many researchers to contribute to the 4th Assessment Report of IPCC (IPCC-AR4). A portion of the experiment results provided lower boundary data for time-slice global warming experiments (Kusunoki et al., 2005; Oouchi et al., 2005) using a very high-resolution atmospheric climate model (Mizuta et al., 2005), with which changes of typhoons, mesoscale phenomena, and extreme events associated with global warming are studied. We describe here the results of a preliminary analysis of climate changes as fundamental information for these studies.

Evaluating how the climate model reproduces twentieth century climate enables us to assess the reliability of the model in projecting future climate changes for the
twenty-first century. There are many kinds of known historical external forcing that affect the climate system, such as variations of anthropogenic greenhouse gases and sulfate aerosols, in addition to natural source forcings from solar activity and radiative forcing by volcanic eruptions with stratospheric aerosols. These known natural and anthropogenic external forcing agents are imposed on the climate model in a historical climate simulation, and the simulated climate changes in the twentieth century are compared with the observations. There are only a few instrumental observations that cover the global domain and a long temporal period to detect climate changes in response to such forcings. However, only observations of surface air temperature (SAT; e.g., Jones et al., 1999) and sea-level pressure (SLP; e.g., Trenberth and Paolino, 1980) have provided relatively comprehensive coverage in the past centuries, particularly in the northern hemisphere (NH). These observations can be used to examine how the climate model reproduces historical climate changes. Validating the simulated variations in the last 30 years of the twentieth century, a period with relatively high observation densities in various atmospheric fields, enables us to examine how climate trends in the twentieth century may be indicative of potential climate changes in the twenty-first century.

The Arctic Oscillation (AO) and the Antarctic Oscillation (AAO), also referred to as the Northern Annular Mode (NAM) and the Southern Annular Mode (SAM), are known to be the dominant variabilities in the extratropical atmospheric circulation (Thompson and Wallace, 2000; Limpasuivan and Hartmann, 1999) that accompany a mass displacement between the polar region and surrounding midlatitudes. Indices of these modes have exhibited a remarkable increasing trend (deepening of the polar low pressure) (e.g., Thompson et al., 2000; Marshall, 2003) in the past few decades, resulting in a significant influence on climate changes in the twentieth century. Thompson et al. (2000) suggested that a large part of the climate trends in the last 30 years of the twentieth century can be accounted for by components congruent with the AO trend.

It is a matter of controversy that whether these observed changes in the atmospheric general circulation are caused by external forcings (particularly by anthropogenic forcing, such as an increase in greenhouse gas concentrations) or the internal variability, and how the modes will change in the future climate. Some of the models simulated changes toward a positive phase of the AO (e.g., Shindell et al., 1999; Fyfe et al., 1999) and AAO (e.g., Cai et al., 2003) in an experiment with a doubled carbon dioxide concentration and in a scenario experiment, though there is presently no consensus regarding historical variations or future changes. Historical experiments with MRI-CGCM 2.3 indicated that the response to external forcing exhibits an interdecadal variation that has a SLP pattern similar to the AO (Yukimoto and Kodera, 2005). We investigated the overall climate changes to demonstrate how this variation influences changes in the surface temperature and other climate fields. We also performed scenario experiments to suggest how it will evolve in the twenty-first century.

This paper is constructed as follows. Section 2 gives a brief description of the model, and Section 3 describes the experiment design. Section 4 reveals the results of the historical experiments and scenario experiments. A summary and discussion are provided in Section 5.

2. Model

We used the latest version of the MRI climate model in this study, referred to as MRI-CGCM2.3. The model has been improved over an early version of the model (MRI-CGCM2.0; Yukimoto et al., 2001), primarily in terms of its cloud scheme and other physical parameterizations, while retaining the fundamental framework. A detailed description of the model and the model's performance in the control climate are given in Yukimoto et al. (2005). The atmospheric component has a horizontal T42 resolution (approximately 280 km transform grid) and 30 layers in the vertical direction, with the top at 0.4 hPa. Longwave radiation is calculated by a multi-parameter random model formulated by Shibata and Aoki (1989), which explicitly addresses absorption by methane (CH4) and nitrous oxide (N2O) in addition to water vapor (H2O), carbon dioxide (CO2), and ozone (O3). A delta-two-stream approximation method by Shibata and Uchiyama (1992) is used for the solar radiation calculation. Scattering of solar radiation by atmospheric aerosols (the direct effect) is treated explicitly. Cloud water content is not a prognostic variable but a diagnostic variable dependent on the grid-scale temperature and humidity. The optical properties (single-scattering albedo and asymmetry parameter) are set as constant for all the clouds. Therefore, the indirect effects of atmospheric aerosols (influences of aerosols on cloud properties) are not expressed in the present model. Penetrative convection is parameterized with an Arakawa-Schubert scheme based on a prognostic mass flux formulated by Randall and Pan (1993).

The model treats clouds with a diagnostic cloud scheme based on functions of relative humidity. The vertical profile of critical relative humidity to form clouds was modified from the previous version, which enabled the model to simulate distribution of the radiation budgets close to the observation. This results in satisfactory performances, such as for the implied ocean meridional heat transport and distributions of the precipitation. The model yields 2.9K for the climate sensitivity (equilibrium response of the global averaged SAT to a doubled CO2 concentration), which is approximately twice that in the former version. This is primarily attributable to the response of low-level clouds to surface warming with a CO2 increase (Yukimoto et al., 2005).

The oceanic component is a Bryan-Cox-type global ocean general circulation model (OGCM). The horizontal resolution is 2.5 degrees in longitude and 2.0 degrees in latitude poleward of 12°S and 12°N, with finer resolution up to 0.5 degrees near the equator. The 23 vertical levels are unevenly placed between the surface and the deepest bottom at 5000m, which forms a realistic topography. The sea-ice model calculates compactness and thickness prognostically based on thermodynamics and horizontal advection and diffusion. The advection velocities are determined from the
surface ocean current multiplied by an empirical constant (set to one-third in our experiments).

We used flux corrections for the experiments. The improvements in the latest version of the model enable it to reproduce a reasonably realistic climate without using flux corrections. However, we believe it is more important to simulate basic states for climate changes as close to the actual present-day conditions as possible, since the results will be used in studies on a regional scale.

3. Experiments

The experiments analyzed in this paper include a pre-industrial control experiment (Plcntl), a historical climate experiment for the twentieth century (20C3M), and three SRES (IPCC, 2000) scenario experiments for the twenty-first century. The abbreviations follow the convention for the IPCC AR4. The forcing agents of the experiments and the configurations of individual experiments (as summarized in Table 1) are described below.

a. Forcing Agents

The external forcing in our experiments consists of four categories of agents, which are greenhouse gas concentrations, tropospheric sulfate aerosol, solar irradiance, and radiative forcing due to volcanic stratospheric aerosols.

The greenhouse gases include three species, CO₂, CH₄, and N₂O, which were imposed by specifying them as well-mixed concentrations. Forcing due to chlorofluorocarbons (CFCs), which are not explicitly treated in the model, is set to one-third in our experiments. The abbreviations follow the convention for the IPCC AR4. The forcing agents of the experiments and the configurations of individual experiments are described below.

The tropospheric sulfate aerosol forcing was imposed only for the direct effect (scattering of solar radiation by aerosol droplets). The indirect effect of sulfate aerosol is known to significantly impact surface temperature changes. However, the indirect effect was not included in the experiments because it was difficult to treat it appropriately with the present model. We included aerosol loading from both natural and anthropogenic sources. The column total sulfate aerosol from natural sources was estimated as a residual from the total and anthropogenic sulfate mass distributions (the data is available at http://gacp.giss.nasa.gov/transport/) derived by the GACP transport model by Tegen et al. (1997). The distribution of the natural sulfate aerosol reveals a greater amount over the tropical oceans because of marine biogenic dimethylsulfide (DMS) emission.

The solar activity forcing was simply imposed by changing the solar constant, and the spectral change was associated with the solar activity. The reconstructed historical record of the total solar irradiance is based on Lean et al. (1995; updated data are available at http://www.giss.nasa.gov/data/simodel/solar.irradiance/). The reconstruction data includes an 11-year activity cycle and a longer-term component based on sunspot variations.

The effect of stratospheric aerosols due to volcanic activity was introduced by reducing the solar irradiance at the model’s top of the atmosphere (by changing the solar constant) as a substitution. The “direct” response in the lower stratosphere to volcanic forcing differs from that to solar forcing with equivalent radiative forcing for the troposphere and ocean (e.g., Shindell et al., 2001). However, volcanic forcing has a relatively short time scale (a couple of years at most), so we believe the substitution does not greatly affect the present results since we are focusing on long-term climate changes. The volcanic radiative forcing, F, was estimated by a simple formula for solar constant change

\[ \Delta S_0 = S_0 (1 - \alpha) / 4, \]

where \( \alpha \) is the reference planetary albedo (≈0.31). We specified \( \Delta S_0 = -60 \) in the 20C3M experiment, where \( \tau \) is the optical thickness of the volcanic aerosols estimated by Sato et al. (1993; data are available at http://www.giss.nasa.gov/data/stratoaer/). The radiative forcing is accordingly expressed as F = \(-10.4\), which is less than the estimation F = \(-23.5\) by Sato et al. (1993).

b. Pre-industrial Control Experiment

The pre-industrial control experiment (Plcntl) simulates an unperturbed climate state with anthropogenic forcings at the pre-industrial level and is used as the reference for the following historical and scenario experiments. Plcntl also provides the initial states for the 20C3M simulations. The initial state of the simulation was

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Period (year)</th>
<th>Ensemble Number</th>
<th>Greenhouse Gas Concentrations</th>
<th>Sulfate Aerosol (direct effect)</th>
<th>Solar Forcing (solar constant, Wm⁻²)</th>
<th>Volcano Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plcntl</td>
<td>1851-2600</td>
<td>1</td>
<td>CO₂ (ppmv) CH₄ (ppbv) N₂O (ppbv) CFCs (equiv. CO₂)</td>
<td>natural (GACP)</td>
<td>1366</td>
<td>0</td>
</tr>
<tr>
<td>SRESA1B</td>
<td>1990-2100</td>
<td>5</td>
<td>IPCC (2001) SRES A1B</td>
<td>natural (GACP) + anthrop. (SRES A1B)</td>
<td>1367</td>
<td>0</td>
</tr>
<tr>
<td>SRESA2</td>
<td>1990-2100</td>
<td>5</td>
<td>IPCC (2001) SRES A2</td>
<td>natural (GACP) + anthrop. (SRES A2)</td>
<td>1367</td>
<td>0</td>
</tr>
<tr>
<td>SRESB1</td>
<td>1990-2100</td>
<td>5</td>
<td>IPCC (2001) SRES B1</td>
<td>natural (GACP) + anthrop. (SRES B1)</td>
<td>1367</td>
<td>0</td>
</tr>
</tbody>
</table>
taken from the final state of the 450-year pre-industrial spin-up (PIspup) integration, which initiated from the end of the present-day spin-up integration (428-year length, see Yukimoto et al., 2005). PIspup was integrated with a fully coupled mode and was long enough that there was little climatic drift, at least in the upper ocean. The length of the Plcntrl simulation is 750 years (the data for the first 350 years were provided for the IPCC-AR4).

The forcing agents for the PIspup and Plcntrl simulations were fixed at the levels of year 1850, i.e., $CO_2 = 290$ ppmv, $CH_4 = 792$ ppbv, $N_2O = 285$ ppbv, CFCs = 0, and solar constant = 1366.0 Wm$^{-2}$. The sulfate aerosol was from natural sources only. The aerosol mass was given in the column total and was vertically distributed with a homogeneous mixing ratio in the lower 740 m thickness of the atmosphere. Volcanic forcing was not included.

c. Historical Experiment (20C3M)

Historical experiment 20C3M simulates climate changes in the twentieth century by imposing known historical records of external forcing. The 20C3M results are evaluated to assess how the model reproduces past climate changes and to provide the initial states for the SRES scenario experiments. The 20C3M experiment consisted of five member ensemble simulations. Using their ensemble average can eliminate dependence on the initial conditions and the internal variability. The initial states of each member simulation were taken from the different states of the Plcntrl simulation at years 1, 51, 101, 151, and 201. Each simulation encompassed 151 years, from 1850 through 2000.

The forcing agents of the experiment included the historical records of (or estimated) greenhouse gases ($CO_2$, $CH_4$, $N_2O$ and CFCs), tropospheric sulfate aerosol, volcanoes, and solar forcing. Temporal changes of each greenhouse gas concentration were specified by the data after Hansen et al. (1998; data are available from http://www.giss.nasa.gov/data/simodel/ghgases/). The total mixing ratios of the CFCs were converted to equivalent $CO_2$ and added to the $CO_2$ concentration. The radiative forcing by the total halocarbons was scaled as 0.3 Wm$^{-2}$ at the 1990 level and included as 21 ppmv of the equivalent $CO_2$. The column total tropospheric sulfate mass loading was specified with a geographical distribution and vertically distributed with a homogeneous mixing ratio in the lower 740 m thickness of the atmosphere. The variation of sulfate mass loading were expressed by multiplying the geographical patterns for 1986 and 2050 (Figs. 1a and 1b of Mitchell and Johns, 1997) by the time-series of weight obtained by linear interpolation from the decadal-means given in Mitchell and Johns (1997). The forcing variations by solar and volcanic activities were imposed as the solar constant variation, as described in the previous section.

d. Scenario Experiments

The scenario experiments simulate climate changes in the twenty-first century, imposing future anthropogenic forcings based on the SRES marker scenario (IPCC, 2000). We used A1B, A2, and B1 scenarios (abbreviated experiment names are SRESA1B, SRESA2, and SRESB1) in this study. Each experiment consisted of five member ensemble simulations. Each member simulation started from the state of year 1990 in the 20C3M simulations, although the 20C3M simulations were extended until year 2000. The simulations cover years 1990 through 2100 (111-year length).

Temporal concentration changes for $CO_2$, $CH_4$, and $N_2O$ were specified for each marker scenario. The concentration data were provided by IPCC (2001, Appendix II.2), based on the ISAM-model. The CFC concentration changes were not included. Three-dimensional distributions of sulfate aerosol for the SRES experiments were derived by the MRI chemical transport model (MASINGAR; Tanaka et al., 2003) for every ten years in each scenario. The temporal change of global total sulfate mass loading (unit: Tg) for each SRES marker scenario is provided in Fig. 1. No solar or volcanic forcing was included in the SRES experiments, so the solar constant was fixed at 1367 Wm$^{-2}$.

4. Results

a. Radiative Forcing

Temporal variations of globally averaged net radiative forcing at the tropopause for the 20C3M and SRES experiments are illustrated in Fig. 2. The radiative forcing includes the effect of stratospheric adjustment since it was calculated with 15-month period off-line integrations, with all the states except radiative heating held fixed by those of the reference run (the present-day control simulation; Yukimoto et al., 2005). Each the off-line integration started from the same state in the reference run, but with the forcing of every year for the 20C3M experiment and decadal intervals for the SRES experiments. All external forcings for each experiment were included in the calculation.
The radiative forcing increased approximately 1.5 Wm\(^{-2}\) at the end of the twentieth century from the pre-industrial level. The increase rate is greater in the last 30 years of the twentieth century than in the preceding period, due to a rapid increase of anthropogenic greenhouse gases. There are a number of pulses with negative forcing due to major volcanic eruptions with a maximum magnitude of 1 Wm\(^{-2}\). There is an active period in the late nineteenth century that includes the eruptions of Krakatau (1883, Indonesia) and several successive volcanoes revealed as depressions of the radiative forcing. This is followed by a relatively calm period until the 1963 eruption of Agung (Indonesia), with outstanding pulses also due to the eruptions of El Chichon (Mexico) in 1982 and Pinatubo (Philippine) in 1991. However, the magnitude of these radiative forcing changes related to volcanoes is roughly one third of the estimation by Sato et al. (1993), as was previously suggested.

SRESA2 exhibits the largest increase of forcing in the scenario experiments, exceeding 4 Wm\(^{-2}\) in the late twenty-first century. SRESA1B exhibits a more rapid increase than SRESA2 in the earlier half of the century followed by a moderate increase, and reaches 3.4 Wm\(^{-2}\) at the end of the century. The forcing in SRESB1 exhibits the least increase and almost no increase in the late twenty-first century, reaching 2.2 Wm\(^{-2}\).

**b. Surface Air Temperature**

The globally averaged annual mean SAT simulated in each experiment is presented in Fig. 3, together with that from the observation. The ensemble means and ensemble scatters are displayed. The values are plotted as deviations from the observation. The ensemble means are plotted in lines and the ensemble scatters (ranges between the maximum and minimum) are plotted with shadings. The ensemble mean SAT for the PIcntrl (grey), 20C3M (blue) and HadCRUT2v (Jones and Moberg, 2003), which is based on observational data for comparison was taken from the reference climate of the 1961 to 1990 average. The radiative forcing increased approximately 1.5 Wm\(^{-2}\) at the end of the twentieth century from the pre-industrial level. This value agrees with the observed SAT change for the same period. The rate of increase in the 1970s through the 1990s reveals good agreement with the observation, which exists within the simulated ensemble scatter. The detailed fluctuation also appears to agree for the instantaneous perturbations related to the outstanding volcanic events in 1982 and 1991, showing coincidence between the ensembles and the observation. There appears to be a small discrepancy with the observed volcanic signal, at least in the globally averaged SAT variation, although the volcanic forcing may be underestimated. The simulated temperature decrease in response to the Agung eruption (in 1963) is not distinct compared with other major volcanic events. There is a decade around the 1880s with a significant temperature depression that is consistent among the ensembles and can be attributed to several volcanic forcings, including the Krakatau eruption in 1883. However, no significant signal can be found for the observed temperature, which may be related to uncertainty in the magnitude of the volcanic forcing or an insufficiency of the SAT observation density. The observed warming around 1940 is underestimated in the simulation, and the observed negative trend in the 1940s through 1960s is not clearly reproduced.

The increase rates of the SAT in the early twenty-first century are similar in the scenario experiments, but reveal differences throughout the middle to late century that corresponds to the different forcing scenarios. SRESA2 produces the greatest warming in the late twenty-first century, with an increase of over 3 °C at the end of the century, and a suppressed increase in the latter half for
SRESA1B that leads to about a 0.5°C lower increase. The SRESB1 experiment exhibits the least increase throughout the twenty-first century. The SAT changes were averaged for the target 20-year period of 2080 to 2099 and are presented in Table 2. The averaged temperature increases for SRESA1B, SRESA2, and SRESB1 are 2.4, 2.7 and 1.7°C.

Linear trends of the globally averaged annual mean SAT changes were estimated for each experiment and the observations for the selected 30-year periods of interest; they are depicted in Fig. 4. The same grid masking of missing data in the observation was applied to the 20C3M experiment to evenly compare the anomalies between the simulated and observed global averages. Only grid points with 12-month observations for the year were used to obtain the global average; the grid points were otherwise masked out. The observed temperature anomaly is not based on the air temperature but on the SST, and thus the temperature anomaly over the sea-ice region may be largely different from the SST anomaly in winter. Therefore, comparing the observation with the simulated SAT may not be appropriate over the sea-ice region. However, we confirmed that most sea-ice regions are excluded by the masking and that the influences of including the sea-ice region are very small, even if they are calculated with all the available data covering some part of the sea-ice regions.

The observed trends reveal an increase trend of 0.14 (+0.05) K/decade in 1911 to 1940, a weak decrease trend of −0.02 (+0.04) K/decade in 1941 to 1970, and a large increase trend of 0.19(+0.05) K/decade in the last 30 years of the twentieth century. The magnitude of the positive trend of 0.17 (+0.04) K/decade in 1971 to 2000 in the 20C3M experiment is close to the observed value. The reliability of the observed trend in the recent period is greater than in other periods due to the high observation density. Furthermore, the increase rate of greenhouse gases became remarkable and their forcing became predominant over other forcings. Therefore, the agreement of the SAT trend in this period supports the model’s reliability to simulate climate changes due to anthropogenic forcing.

The observation exhibits a relatively large increase trend in the period of 1911 to 1940, regardless of there being no significant change in radiative forcing. This trend is underestimated in the 20C3M experiment. The discrepancy can be attributed to the combination of volcanic effect and solar effect. The cooling effects (suppression of warming) of successive volcanic activities in the 1880s were sustained for several decades. However, those effects ended coincidentally in the period of rapid increase of solar activity from the 1920s through 1940s, which could have led to greater warming. The model underestimates the interdecadal variation of the ocean heat uptake compared to that observed (Levitus et al., 2001), which probably resulted in reducing the timescale of response to volcanic cooling effect. In contrast, solar activity variations have only very small radiative forcing (about 0.2 Wm$^{-2}$ for the difference between the 1910s and 1940s), but there are distinct variations in its spectral distribution, which affects stratospheric circulation changes through interactions with the stratospheric ozone. However, these processes were not incorporated in the simulations because the ozone concentration was prescribed and solar activity was imposed only by solar constant variations (no spectral variations).

The model does not sufficiently reproduce the observed SAT negative trend in the period of 1941 to 1970. The simulated trend is close to zero although it exists within the error bar for the observation. The increase of sulfate aerosol in this period was substantial, whereas the increase rate of greenhouse gases was relatively moderate. The model does not include the indirect effect of aerosols, which possibly leads to underestimation of the negative radiative forcing of sulfate aerosol. Another reason for the disagreement may be the interdecadal internal variation. The observed interdecadal variation may not be a response to external forcing but a manifestation of the internal variability of the climate system. We speculate that the simulated internal variability may have been smaller than the actual one.

SRESA1B indicates a change in the trends from 0.28 (+0.02) K/decade in 2041 to 2070 to 0.16 (+0.02) K/decade in the last 30 years of the twenty-first century, whereas SRESA2 suggests considerable (0.35-0.36 K/decade) positive trends with similar magnitudes throughout the century.
The geographical distributions of the annual-mean SAT trends were examined for the 30-year periods of 1971 to 2000 for the late twentieth century trends and 2071 to 2100 for the late twenty-first century trends, as indicated in Fig. 5. The observed trend was calculated only for the grid points at which the annual mean anomalies were available for more than 50% of the period. The observed late twentieth century trend indicates substantial positive trends over the continents in middle-eastern Eurasia and northern North America. A basin scale pattern is seen in the Pacific with suppressed warming or slight cooling in the midlatitude North Pacific and relatively significant warming in the central-eastern tropical Pacific, which resembles the dominant interdecadal variability in the Pacific known as the Pacific decadal oscillation (PDO; Mantua, 1997). The 20C3M ensemble (Fig. 5b) also exhibits a significant warming trend over the Eurasian continent, though it shifts north-westward compared with the observation, and the trend over North America is less than that observed. There are large positive trends in the marginal sea-ice regions in the Arctic Ocean, which are associated with decreases of sea-ice coverage and thickness as described later. However, these warming trends cannot be compared with the observations due to a lack of data coverage. A weak cooling trend is simulated in the Labrador Sea and at the southern edge of Greenland. No cooling trend
is obvious in the observation for the annual mean trend; however, the observed trend for winter (not shown) exhibits a significant negative trend in that region. The SRESA2 ensemble (which indicates the greatest global warming among the scenarios) reveals a large-scale geographical pattern similar to that of 20C3M but with globally larger positive values, and the warming trends are very intense in the marginal sea-ice region in the Arctic Ocean. The El Niño-like pattern in the tropical Pacific is prominent, though it is not apparent in the 20C3M ensemble. The relatively substantial warming trends over land in the Sahara through the Middle East, South Africa, and Australia become significant and also share regional features with the observed twentieth century trends.

Similarities of the geographical patterns of SAT trend are examined with the spatial correlations for the late twentieth century (1971 to 2000) trends of the observation and 20C3M and for the mid-twenty-first century trends (2041 to 2070) of the SRES experiments (Table 3). We used a weighting by the square root of the cosine of the latitude in the calculation so that the covariance would be normalized by the area for each grid box. The simulated twentieth century trend in the 20C3M ensemble has a low spatial correlation (0.11) with the observed trend. Both the SAT trends of the model experiment (in each ensemble member) and the observation are considered to contain internal long-term (longer than interdecadal) variability as well as a response to external forcing. It is difficult to separate the internal variability from the observed trend, while it is possible for the ensemble experiment to obtain the response to external forcing (Fig. 5b) by taking the ensemble mean and separating the internal variability. The SAT trend pattern that appears in one of the ensemble members (run-4, Fig. 5c) displays a broad geographical resemblance to the observed trend pattern (Fig. 5a), particularly in the Pacific. The trend pattern that results from subtracting the ensemble mean from the total variation of this member (Fig. 5d) can be regarded as the long-term component (with the same timescale as expressed in the observed trend) of the internal variability in the model. This pattern exhibits a PDO-like feature in the Pacific with a negative anomaly in the central-eastern North Pacific and a positive anomaly in its southeastern side that extends to the eastern tropical Pacific. The dominant interdecadal variability in the experiment without external forcing (PLcntrl, figure not shown) also has a similar large-scale pattern. This internal variability pattern has a spatial correlation of 0.24 with the observed trend, while the trend pattern for the combined internal variability and response to external forcing of run-4 (Fig. 5c) has a correlation of 0.31 with the observed trend. We infer from this relationship that a sizable part of the observed trend pattern may be internal variability. The simulated trend patterns exhibit relatively high spatial correlations. 20C3M reveals correlations of 0.69 with SRESA1B and 0.64 with SRESA2, suggesting evidence that a large part of the ensemble twentieth century trend is a manifestation of the response to anthropogenic forcing. SRESB1 reveals a somewhat different response. This may be related to its overall small climate change trend, leading to relatively large internal variability.

Seasonal differences of the SAT change in the SRES experiments were examined for 20-year averages for 2080 to 2099. Figure 6 depicts the geographical distribution of the SAT changes for the December to January (DJF) mean and June to August (JJA) mean. Both seasons reveal similar features in the low latitudes that are also similar to the annual-mean trend pattern. In contrast, the warming is substantial in winter and minimal in summer in the high latitudes. The model simulates very strong warming in winter, particularly in the marginal sea-ice regions where the sea-ice significantly decreases (Svalbard through Novaya Zemlya and the Chukchi Sea in the Arctic Ocean, the Sea of Okhotsk, and the Antarctic Ocean).

We examined the spatial correlations of the seasonal (DJF and JJA) changes averaged for 2080 to 2090 in the SRES experiments (Table 4) to evaluate how future changes

| Table 3 Spatial correlations among the trend patterns of the annual mean SAT for the observation (HadCRUT2v), 20C3M, and SRES experiments. |
|-----------------|-----------------|-----------------|-----------------|
|                  | 20C3M           | SRESA1B         | SRESA2          |
| HadCRUT2v        | 0.11            | 0.21            | 0.31            |
| 20C3M            | 0.69            | 0.64            | 0.33            |
| SRESA1B          | 0.82            | 0.51            |
| SRESA2           | 0.65            |

| Table 4 Spatial correlations of the observed trends (1971 to 2000) and the simulated changes (SRES experiments, averages for 2080 to 2099) for the various fields with the simulated late twentieth century trends (by 20C3M for 1971 to 2000) for the corresponding fields |
|-----------------|-----------------|-----------------|-----------------|
|                  | Observations    | SRES-A1B        | SRES-A2         | SRES-B1         |
| SAT change (DJF)| 0.14            | 0.67            | 0.67            | 0.64            |
| SAT change (JJA)| 0.06            | 0.60            | 0.55            | 0.61            |
| Precipitation change rate (DJF)| 0.00 | 0.31 | 0.31 | 0.22 |
| Precipitation change rate (JJA)| -0.26 | 0.50 | 0.44 | 0.50 |
| NH sea-level pressure change (DJF)| 0.57 | 0.63 | 0.50 | -0.09 |
| SH sea-level pressure change (annual)| 0.46 | 0.92 | 0.91 | 0.88 |
| Zonal mean zonal wind change (DJF)| 0.52 | 0.79 | 0.83 | 0.81 |
| Zonal mean zonal wind change (JJA)| 0.14 | 0.94 | 0.93 | 0.93 |
| Zonal mean air temperature change (DJF)| 0.46 | 0.98 | 0.98 | 0.97 |
| Zonal mean air temperature change (JJA)| 0.41 | 0.99 | 0.99 | 0.99 |
in the seasonal fields resemble the trends of the corresponding seasonal fields simulated for the late twentieth century. The correlations for changes in each field were calculated against the trends in the corresponding seasonal ensemble mean field simulated in the 20C3M for the period of 1971 to 2000. The spatial correlations for the observed trend for 1971 to 2000 are also presented for comparison. The spatial patterns of the SAT changes exhibit correlations of 0.55 to 0.67 with the late twentieth century trends. The correlations are greater in boreal winter (DJF) than in summer (JJA) for all the scenarios. The correlation with the observed trend is much less than that of simulated future changes, though it is greater in DJF (0.14) than in JJA (0.06). The individual geographical patterns of the averaged SAT changes in the SRES experiments reveal few differences (the spatial correlations were greater than 0.98), and they are also similar to the result from a transient climate response (TCR) experiment reported by Yukimoto et al. (2005). The spatial differences in the changes are also small for variables other than the SAT; therefore, we will hereafter describe the changes only in results from SRESA1B.

c. Precipitation

The globally averaged precipitation consistently increased in correspondence to the simulated global warming. The changes averaged for 2080 to 2099 indicate increases of 5.4% for the SRESA1B ensemble, 5.7% for the SRESA2 ensemble, and 3.7% for the SRESB1 ensemble relative to the 1961 to 1990 average in the 20C3M ensemble (Table 2). Figure 7 depicts the geographical distributions of the precipitation change rate in the SRESA1B ensemble averaged for 2080 to 2099 relative to the 1961 to 1990 average in the 20C3M ensemble. The large-scale patterns for precipitation changes are also close to the results from the TCR experiment, as well as the SAT. Precipitation increases in the high latitudes for both seasons (DJF and JJA), but with a greater increase rate in winter in both hemispheres. There are remarkable decreases around the Mediterranean and in Central Asia, and a large percentage increase in the arid region of the southern part of Arabia through Pakistan in the northern summer. The notable increase in the central-eastern equatorial Pacific is associated with an El-Niño-like surface-temperature change (Fig. 6). Spatial correlations with the simulated twentieth century trends are also examined for the precipitation change rate (Table 4). The correlations are 0.22 to 0.31 in DJF and 0.44 to 0.50 in JJA. All the experiments indicate greater geographical similarity in northern summer (JJA) than in winter (DJF). We consider that there would be
greater uncertainty in projecting future precipitation changes from the observed twentieth century trend than from the SAT changes due to the more sizable internal variability. However, the correlations among the SRES experiments (not shown) are considerable (over 0.96), which implies a robust structure in the anthropogenic climate change signal.

d. Sea Level Pressure

The observed and simulated late twentieth century (1971 to 2000) trends of the northern hemisphere (NH) sea-level pressure (SLP) are presented in Fig. 8. We used HadSLP1 (an update of GMSLP2; Basnett and Parker, 1997) for the SLP observation data. The simulated trend for the 20C3M ensemble exhibits an annular pattern with a negative trend in the Arctic and a positive trend in the surrounding midlatitude band, and its broad feature resembles the AO pattern. The model can simulate a realistic month-to-month AO (Yukimoto and Kodera, 2005) with one action center (center of anomaly) around Iceland and the other action center with the opposite sign anomaly in the midlatitude eastern North Atlantic near the Azores anticyclone center. The pattern in the late twentieth century trend reveals several features different from the short-term AO pattern. One of the action centers around Iceland is displaced toward the North Pole, and the action center over the eastern Atlantic is shifted eastward and extends to the Mediterranean through central Asia. These features are consistent with the observed trend, although the observed trend displays a somewhat different pattern in the North Pacific. The hemispheric pattern of the NH winter SLP change in the SRESA1B ensemble (2080 to 2099 average, Fig. 9) is similar to the late twentieth century trends with a spatial correlation of 0.63, except that the positive anomaly in the Mediterranean shifts further eastward and the negative anomaly in the Arctic becomes stronger around the Bering Strait.

Figure 10 presents the time-series of covariance between the NH winter (DJF) mean SLP anomaly fields in the SRES ensembles and the simulated SLP trend pattern in the late twentieth century (Fig. 8b). This temporal variation suggests how the trend pattern has emerged as a dominant response to anthropogenic forcing and how it is detectable in the historical SLP variation. It also demonstrates how it will evolve in the future climate. The temporal variations indicate a continuous increase from the 1970s through the twenty-first century, suggesting that the trend pattern that emerged in the late twentieth century is embedded in the climate change signal in the twenty-first century. A temporal variation for the observed SLP trend pattern obtained by a similar calculation is also plotted in Fig. 10. The values are multiplied by a factor based on the standard deviation ratio for the period of 1871 to 1970 relative to that of the 20C3M ensemble (since the magnitude of the variation becomes very small when the ensemble is made into a mean). The observed variation also indicates a distinct increase since the 1970s, which is consistent with the fact that the AO index has exhibited a significant increasing trend in the recent 30-year period in the twentieth century (Thompson et al., 2000). These agreements between the simulated and observed trends in the late twentieth century imply that the response of the extratropical atmosphere to the anthropogenic greenhouse gas forcing has a spatial structure similar to the AO. One reasonable explanation for the AO-like response is as follows. The polar vortex is enhanced by stratospheric cooling due to the increase of greenhouse gases, which leads to a tropospheric AO-like circulation pattern through a wave-mean flow interaction (Shindell et al., 2001). However, it must be noted that the observed SLP trend may contain a sizable AO-like internal
variability with an interdecadal timescale (Yukimoto and Kodera, 2005), as previously discussed for the SAT trend. The variations generally indicate an increasing tendency in the twenty-first century for all the SRES scenarios, though there are large interdecadal variations (even when we average five member ensembles) comparable to differences among the scenarios. It is difficult to distinguish the response difference that corresponds to the difference in forcing among the scenarios. This suggests that the climate change signal is not robust in the NH SLP due to the considerable internal variability.

The SLP trend in the southern hemisphere (SH) reveals an annular pattern similar to the observed SAM (Fig. 11). Examinations of each season (not shown) indicated that the pattern is dominant throughout the year, while the annular pattern trend in the NH is dominant only in winter. This may be related to the climatological characteristics in the SH, where the polar vortex lasts much longer and the SAM is observed in all seasons (Hartmann and Lo, 1998). Temporal variations regressed onto the trend pattern (Fig. 12) also indicates a significant increasing trend throughout the twentieth and twenty-first centuries for all the scenarios. The interdecadal variability appears smaller than in the NH, which enables us to recognize differences among the scenarios in response to each forcing. It has been suggested that the observed SAM trend (e.g., Marshall, 2003; Renwick, 2004) is influenced by ozone depletion in the lower stratosphere (Thompson et al., 2000). However, the ozone change was not included in the forcing agents in our stratosphere. This corresponds to an intensification of the polar vortex, which shares a feature with the NAM. The trend in ERA-40 indicates a weak westerly anomaly around 60°N in the troposphere and the lower stratosphere, which partly agrees with the simulated trend, but there is no signal of intensified vertical shear in the stratosphere. However, the statistical confidence level is low in the stratospheric trend of the reanalysis since there is substantial interannual variability and the observation period is short. In contrast, the results from the 20C3M experiment reveal greater confidence with reduced internal variability since the ensemble average is made. The simulation exhibits a notable increasing westerly

change. The response would likely become stronger if the ozone depletion was accounted for as a forcing.

e. Atmospheric Zonal-mean Fields

Figure 13 depicts the meridional vertical structure of the late twentieth century trends in the zonal-mean zonal wind for the DJF mean in the simulation and in the ECMWF reanalysis (ERA-40; Simmons and Gibson, 2000). The simulated trend reveals a westerly anomaly in the NH polar stratosphere that extends down to the troposphere. This corresponds to an intensification of the polar vortex, which shares a feature with the NAM. The trend in ERA-40 indicates a weak westerly anomaly around 60°N in the troposphere and the lower stratosphere, which partly agrees with the simulated trend, but there is no signal of intensified vertical shear in the stratosphere. However, the statistical confidence level is low in the stratospheric trend of the reanalysis since there is substantial interannual variability and the observation period is short. In contrast, the results from the 20C3M experiment reveal greater confidence with reduced internal variability since the ensemble average is made. The simulation exhibits a notable increasing westerly

Fig. 11 Same as in Fig. 8, except for the SH annual mean SLP.

Fig. 12 Same as in Fig. 10, except for the SH annual mean SLP.

Fig. 13 Meridional vertical structure of the linear trends in the zonal-mean zonal wind (DJF mean) for the (a) observation (ERA-40, unit is m s–1 decade–1) and (b) 20C3M ensemble (unit is m s–1 (30 yr)–1 for the period 1971 to 2000.

Fig. 14 Same as Fig. 13, except for the zonal-mean air temperature (DJF-mean). Units are (a) K decade–1 and (b) K (30 yr)–1.

Fig. 15 Meridional vertical structure of the zonal-mean changes in the SRESA1B ensemble (average for 2080 to 2099) relative to the 20C3M ensemble (average for 1961 to 1990) for the DJF-mean (a) zonal wind (ms–1) and (b) air temperature (K).
trend around $60^\circ S$ in the SH that grows vertically from the surface to the stratosphere, accompanying an easterly trend at $40^\circ S$ to comprise a meridional dipole structure. This feature is similar to the SAM and also agrees well with the observed trend. This simulated SAM-like trend is outstanding in the southern summer (DJF). Thompson et al. (2000) suggested that the positive trend of the SAM is most marked in November, and they associated it with the ozone losses in spring. Our result indicates seasonality similar to the observed trend, although our experiment did not include the ozone change. In addition, an easterly trend is simulated in the tropical upper troposphere, which seems consistent with the reanalysis data. The similarity of the overall structure of the trend was evaluated by obtaining a spatial correlation (mass weighted); the value between the reanalysis and 20C3M was 0.52 (Table 4).

A trend structure in the zonal-mean air temperature (Fig. 14) is simulated with the typical features of a warming in the troposphere and a cooling in the stratosphere. This structure is a well-known response to the increase of greenhouse gases and is obviously different from that in the internal variability (Yukimoto and Kodera, 2005). This structure also agrees with the observational trend in the broad-scale features. The simulated trend indicates strong cooling in the polar stratosphere in accordance with the intensification of the polar vortex (Fig. 13b), though it does not appear in the reanalysis (which has below 95% statistical significance in that region). Strong cooling (95% significance) is observed in the Arctic lower stratosphere, which can be associated with the effect of ozone depletion, although the model does not indicate this signal.

The change in the zonal wind in the late twenty-first century (Fig. 15a) is similar to that of the late twentieth century trend (Fig. 13b) in many features (spatial correlation 0.79, Table 4). However, the axis of the westerly anomaly in the winter NH in the twenty-first century change inclines toward the low latitudes in the lower stratosphere. The change accompanies the upward and equator-ward shift with some intensification of the subtropical jets in both hemispheres. This may be related to the uplift of the tropopause; a detailed analysis will be required to interpret the change. The extratropical SH reveals the same structure as in the twentieth century trend. The zonal-mean temperature structure (Fig. 15b) reveals good agreement (spatial correlation 0.98, Table 4) with the simulated late twentieth century trend. There is a significant warming at about 4 K in the tropical upper troposphere that exceeded 6 K in the northern high latitudes near the surface.

f. Ocean

Ocean Temperature

We examined the ocean temperature change in the SRESA1B experiment for the zonal average (Fig. 16). The ocean is evenly warmed by approximately 0.3°C at a 1000 m depth, except for the high latitudes. A deep intrusion of the warming at $60^\circ N$ is attributable to deep overturning of the Atlantic Ocean. In contrast, the warming in the interior Arctic Ocean is confined as shallow due to the strong stability in that region.

Thermohaline Circulation

The maximum Atlantic overturning (Fig. 17) indicates a decline with time, from 19 Sv in the early twentieth century to less than 18 Sv in the late twenty-first century in the SRESA1B and SRESA2 experiments. A different magnitude of weakening in the twenty-first century among

---

Fig. 16 Zonally averaged annual-mean ocean potential temperature change (K) for the SRESA1B ensemble (average for 2080 to 2099) relative to the 20C3M ensemble (average for 1961 to 1990).

Fig. 17 Temporal variation of the maximum annual Atlantic overturning (Sv) with the 5-year moving average for the Plcntrl, 20C3M, and SRES ensembles. The maximum values were searched for each monthly mean, and their annual and ensemble means were then calculated. The ensemble mean for Plcntrl was calculated from the five 250-year time-series sampled from the single simulation with lags every 50 years.
the scenarios appears to approximately correspond to the magnitude of surface warming. These weakenings can be explained by a strengthening of the upper ocean stability in the sinking region, as a result of freshening by the precipitation increase in the North Atlantic, as indicated in Fig. 7, in addition to surface heating.

Sea-level Change

Sea-level change is an important consequence of climate change and significantly impacts society and the environment. Global-mean sea-level changes are related to several factors, including the thermal expansion of seawater and freshwater inflow from land water (melting of glaciers and ice sheets). We examined only the effects of thermal expansion and the local height anomaly change since the present model does not represent variations of glaciers or ice sheets. The thermal expansion is directly linked to the ocean heat uptake. Levitus et al. (2001) estimated it as $18.2 \times 10^{22} \text{J}$ for the period between the 1950s and 1990s, based on the linear trend of the ocean temperature. Our 20C3M experiment yields a similar value of $15 \times 10^{22} \text{J}$ for the same period. The globally averaged sea-level was elevated 12.2 cm by thermal expansion in the late twenty-first century in the SRESA1B experiment. This value is smaller than the results from other models (IPCC, 2001) by about 1/2 to 1/4, which implies that our model may underestimate the future ocean heat uptake. Local sea-surface height anomalies are caused by ocean circulation changes. The geographical distribution of the local height change (Fig. 18) indicates a relatively greater anomaly in the North Pacific with a maximum of 20 cm east of Japan, which is associated with the AO-like atmospheric circulation change (as discussed later). There are also zonally elongated regions of notable anomalies around 40°S in the Southern Ocean and relatively lesser anomalies around Antarctica, which are probably associated with a SAM-like atmospheric circulation change.

g. Sea-ice

The sea-ice significantly decreases in both its coverage and thickness in correspondence to the surface warming. The geographical distributions of the sea-ice compactness changes are depicted in Fig. 19. The sea-ice retreats in the marginal sea-ice regions in both seasons of maximum and minimum extent. The retreat is more prominent in summer since the ice-albedo feedback enhances the change. However, its impact on the atmosphere is much less than in winter, since the temperature difference between the sea-ice surface and the sea-ice free area is minimal in summer.

The total area and volume in the NH and SH for each experiment are provided in Table 5. The maximum total sea-ice area (March) in the NH decreases 14% from $13.5 \times 10^{12} \text{m}^2$ (20C3M; 1961 to 1990) to $11.6 \times 10^{12} \text{m}^2$ (SRESA1B; 2080 to 2099), and the minimum area (September) decreases 37% from $7.6 \times 10^{12} \text{m}^2$ to $4.8 \times 10^{12} \text{m}^2$. The reduction ratio of the winter area is minimal in the SH, and the total area in September decreases 7% from $17.6 \times 10^{12} \text{m}^2$ to $16.3 \times 10^{12} \text{m}^2$. However, the total area

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NH Area [$10^{12} \text{m}^2$]</td>
<td>13.5</td>
<td>7.6</td>
<td>3.5</td>
<td>17.6</td>
<td>38.1</td>
<td>29.2</td>
<td>1.9</td>
<td>11.8</td>
</tr>
<tr>
<td>SH Area [$10^{12} \text{m}^2$]</td>
<td>11.6</td>
<td>4.8</td>
<td>1.4</td>
<td>16.3</td>
<td>16.8</td>
<td>9.0</td>
<td>0.4</td>
<td>8.8</td>
</tr>
<tr>
<td>SRESA2</td>
<td>11.5</td>
<td>4.8</td>
<td>1.4</td>
<td>16.3</td>
<td>16.5</td>
<td>8.9</td>
<td>0.4</td>
<td>8.8</td>
</tr>
<tr>
<td>SRESB1</td>
<td>12.1</td>
<td>5.3</td>
<td>2.1</td>
<td>16.6</td>
<td>20.2</td>
<td>12.1</td>
<td>0.9</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Fig. 18 Sea-surface height change (cm) including the global sea-level change in the SRESA1B ensemble (average for 2080 to 2090) relative to the 20C3M ensemble (average for 1961 to 1990).

Fig. 19 Mean sea-ice coverage change (fraction) in the SRESA1B ensemble (average for 2080 to 2099) relative to the reference climate (1961 to 1990 average in the 20C3M ensemble) for the (a) NH in March, (b) NH in September, (c) SH in March, and (d) SH in September. The purple dashed lines denote regions of reference climate.
reduction is significant (~59%) in summer (March). The sea-ice thickness markedly decreases in accordance with the warming over all the sea-ice regions, not only in the marginal regions (the distribution is not shown). The total volume of the sea ice in the NH decreases 56% from $38.1 \times 10^{12}$ m$^3$ to $16.8 \times 10^{12}$ m$^3$ in winter (March). The thickness reduction in winter significantly impacts the surface temperature, since the heat conduction in the sea ice increases substantially if the thickness is considerably reduced.

5. Summary and Discussion

Experiments related to twentieth century historical climate changes and a twenty-first century scenario were performed with the latest version of the MRI climate model, MRI-CGCM2.3, which has been improved in terms of reproducing the present-day climate (Yukimoto et al., 2005). Ensemble simulations were carried out in the historical experiment by imposing the anthropogenic forcing from greenhouse gases of CO$_2$, CH$_4$, N$_2$O, and CFCs and the direct effect of tropospheric sulfate aerosol, as well as the natural source forcing from solar activity and the radiative effect of volcanic stratospheric aerosols, for the period from the mid-nineteenth century to the end of the twentieth century. The changes of greenhouse gas concentrations and tropospheric sulfate aerosol in the twenty-first century were imposed in the scenario experiments based on the IPCC SRES (IPCC, 2000).

The model reproduces the globally averaged SAT variation in the twentieth century with good agreement in the interdecadal changes of its trends. The simulated temperature rise during the late twentieth century (the average of 1961 to 1990) from the pre-industrial level is 0.5°C, which agrees with the observed value. The simulated SAT trend in the last 30 years exhibits very good agreement with the observed trend, which suggests the reliability of the model in projecting future climate changes. The globally averaged SAT in the scenario experiments rise 2.4°C for SRESA1B, 2.7°C for SRESA2, and 1.7°C for SRESB1 in the late twenty-first century (the average of 2080 to 2099).

The geographical distribution of the SAT change simulated for the twenty-first century reveals several features that have been present in many previous modeling studies. The geographical trend pattern of the NH winter SAT in the late twentieth century reveals a broad pattern similar to that seen in the model’s realistic AO (Yukimoto and Kodera, 2005). The trend pattern indicates a significant warming trend in the region of northern Eurasia extending to Japan and a slight cooling around the Labrador Sea. This warming pattern is expected to enhance in the twenty-first century, overlying the globally averaged temperature rise. The experiments suggest a regional feature with related minimal warming around the Labrador Sea in the North Atlantic for the twenty-first century simulations, which has been commonly seen in most model results for future climate projections (IPCC 1996, 2001). This feature has been explained to be a result of substantial ocean heat uptake associated with deep overturning of the North Atlantic (e.g., Manabe et al., 1991). The AO-like atmospheric circulation change probably contributes to the anomaly pattern in addition to the oceanic effect.

The simulated SLP trend pattern in the late twentieth century also agrees with the observed pattern. The NH winter SLP decreases in the Arctic region but increases in the surrounding midlatitude band, representing an annular pattern that shares some features with the AO. However, unlike the AO, the simulated pattern does not have an action center near Iceland, and the center of the positive anomaly in the Atlantic shifts toward the Mediterranean. The SH SLP trend reveals a year-round pattern close to the SAM pattern. The experiments suggest that the annular patterns in both hemispheres that appeared in the late twentieth century would develop along with the climate change during the twenty-first century. However, the climate change signal in the NH is relatively small since its internal variability is considerable.

The model reproduces an intensification of the westerly wind in the extratropical troposphere, extending to the stratosphere with an equivalent barotropic vertical structure. This feature is found in the winter season in the NH and almost year-round for the SH. The structures are reminiscent of the NAM in the NH and SAM in the SH, and are projected onto the twenty-first century change. An upward and equatorward shift of the subtropical jets in both hemispheres is also simulated when the global warming becomes significant in the twenty-first century, though it is not apparent in the twentieth century trend. The result is consistent with Kushner et al. (2001) in that the SH extratropical response is strongly projected onto the SAM simulated in their model, and also there are westerly wind anomalies in the tropical upper troposphere.

The present experiments suggest that the zonally averaged temperature change is apparently not related with the NAM and SAM, although the wind field response implies that the structure is projected onto those dominant variabilities. The temperature response reveals features familiar in previous studies (e.g., Mitchell et al., 1990; Rind et al., 1998), i.e., a warming in the troposphere with a maximum in the tropical upper troposphere associated with the warmer moist adiabatic vertical profile and a cooling in the stratosphere associated with enhanced radiative cooling by increased greenhouse gases.

The precipitation in the simulated twenty-first century climate increases in both summer and winter seasons at high latitudes with a greater increase rate in winter. The AO-like atmospheric circulation change is reflected on the remarkable precipitation increases in northern Europe. The increase of freshwater flux into the northern North Atlantic, in conjunction with the ocean surface warming, leads to stronger ocean vertical stability and possibly contributes to weakening of the Atlantic overturning.

The sea-level changes in the twenty-first century were estimated from the effects of thermal expansion of seawater
and ocean circulation changes. A greater elevation is projected in the midlatitude northwestern Pacific with a maximum east of Japan. This regional sea-level change is attributable to a northeasterly shift and enhancement of the North Pacific subtropical gyre. The Sverdrup stream-function anomaly (not shown), calculated from the ocean surface wind stress change, agreed well with the sea-level change anomaly (Sato et al., 2005). This implies that the anticyclonic anomaly over the midlatitude North Pacific, as a part of the AO-like change (Fig. 9), contributes to ocean circulation changes.

We evaluated many aspects of the historical climate changes simulated by the model and found that the model produces changes consistent with the observed trends in the twentieth century. These results support the reliability of using the model to project twenty-first century climate changes. More detailed analyses using the results of these model experiments are left for future study.
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