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Abstract
Augmented reality using optical see-through head-mounted displays (OSTHMDs) provides the user with a highly realistic experience compared to those using smartphones or tablet devices. It is necessary for the positional relationship between the user’s eye and a virtual screen to be calibrated using input from the user. However, conventional calibration methods are highly sensitive to input errors. In this paper, we propose a vision-based robust calibration (ViRC) method using a fiducial marker, which can be used for any OSTHMD equipped with a camera. The ViRC method decomposes 11-DoFs calibration parameters into device-dependent parameters and user-dependent parameters. Once the device-dependent parameters are calculated, the user only has to perform a calibration phase for estimating the 4-DoFs user-dependent parameters. Experiments show that the ViRC method can decrease reprojection error by 83% compared with the conventional method. Consequently, users can observe correctly aligned superimpositions of computer graphics with little distortion.
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1. Introduction
Head-mounted displays (HMDs) are apparatuses that are attached to a user’s head and allow the user to enjoy videos while leaving the hands free. HMDs fall into two categories: (1) video see-through type and (2) optical see-through type. Video see-through head-mounted displays (VSTHMDs) provide screens that cover the entire area of the user’s field of view. The user can see the real world through camera images on the screen. Augmented reality (AR) systems on VSTHMDs can be developed easily just by using a standard image registration method such as camera pose estimation based on marker detection

However, VSTHMDs have two image-related problems from the user’s viewpoint. One is that the visibility of the real world is restricted according to the camera capability such as viewing angle and resolution. The other is the display delay of the real world that is captured by the camera. Even a slight delay can give the user motion sickness. On the other hand, optical see-through head-mounted displays (OSTHMDs) use semi-transparent virtual screens that occupy a part of the user’s field of view. OSTHMDs do not have the above problems that afflict VSTHMDs because the user can see the real world directly.

AR systems using OSTHMDs are also categorized into (1) video types and (2) see-through types. Figs. 1(a) and (b) show the respective explanatory illustrations of annotation systems, where the user can see the prices of commodities. Video AR systems display camera images on the virtual screen and then superimpose computer graphics (CGs) on the camera images. Thus, the image registration required is between the CGs and the camera images. This can be realized just by using standard image registration

Fig. 1 Two types of AR systems using OSTHMDs: Only see-through AR systems require calibration for image registration.
as AR systems on VSTHMDs.

However, the user experience using video AR systems on OSTMHDs also has some issues. One is that the user sees actual objects twice, first in the real world and secondly on the virtual screen, which is shown in Fig. 1(a). The other is that the CGs are displayed away from the real world in the user’s field of view. Actually, the user is forced to take his or her gaze away from the real world when checking the CGs.

Meanwhile, see-through AR systems do not display camera images on the virtual screen and superimpose only CGs onto the appropriate positions in the virtual screen where the user sees the actual objects. Consequently, users are able to have a highly realistic AR experience as if the CGs really exist in the real world. However, see-through AR systems have some specific and challenging problems. These systems require image registration between the CGs and the real world, not camera images. In other words, these systems need to find the positions of actual objects in the virtual screen from the user viewpoint. However, it is difficult to detect the positions directly because only the user himself or herself can see the positions in his or her field of view. To realize this image registration, the positional relationships between a user’s eye and a virtual screen is preliminarily calibrated.

The most common calibration method requires user input\(^1\). The user is required to move a cross-hair cursor in the virtual screen and then click the mouse button at the position where the cross-hair cursor coincides with a certain point of a fiducial marker (e.g., the original point of the marker). This process is called alignment. This method has an advantage in that it can be used for all OSTMHDs equipped with a camera simply by preparing a printed fiducial marker. However, if the user performs alignments carelessly, this can cause calibration errors. Recently, an automatic calibration method without user input has been proposed\(^2,3\). Attaching an eye tracker to an OSTMHD enables calibration parameters to be calculated from a tracked eye position. This study has reported that eye tracking is more stable than user input. However, there are currently few commercial OSTMHDs equipped with eye trackers.

The motivation of this study is to propose a calibration method based on a fiducial marker, which is highly robust against alignment errors caused by the user. The proposed method does not require any additional sensor or instruments and can be used easily for most commercial OSTMHDs. The structure of this paper is as follows. Section 2 presents the mechanisms of the conventional calibration methods. Section 3 explains the proposed method called vision-based robust calibration (ViRC). Section 4 shows that the proposed method is able to achieve significant improvements. Section 5 concludes this paper.

We have already developed the basic algorithm of ViRC method\(^4\). This paper adds the detailed descriptions about the features of VSTHMD and OSTMHD applications in order to highlight the difficulty of OSTMHD calibration in Section 1. In addition, this paper clarifies the advantage of our evaluation system to provide additional explanations about conventional evaluation systems in Section 4.1. Furthermore, this paper gives a new experimental result that reveals another advantage of ViRC method in Section 4.3.

2. Related Work

OSTMHD’s calibrations have been conducted with various types of tracking systems: vision-based systems\(^1\), magnetic-based systems\(^5,6\), ultrasonic-based systems\(^7\) and infra-red-based systems\(^8,9\). All these systems with the exception of vision-based systems require additional external aids such as an IR camera, an ultrasonic transmitter and a magnetic transmitter, respectively. In contrast, the vision-based system only requires a camera device, which is built into most of the recently released commercial OSTMHDs. To achieve a low introduction cost, this study also adopts a vision-based system.

Kato et al. have proposed a vision-based calibration system using a fiducial marker\(^1\). Tuceryan et al. have proposed a system using a magnetic tracker, called SPAAM\(^6\). Both systems use the same algorithm called direct linear transformation (DLT) to estimate calibration parameters. Here, the calibration parameters are defined by a transformation matrix from a 3-dimensional camera coordinate system to a 2-dimensional virtual screen coordinate system and is composed of 11 DoFs. In the calibration phase, two constraints about 2D-3D point correspondences are obtained for every alignment. Therefore, the alignment process needs to be repeated at least six times. However, the DLT algorithm is very sensitive to miscorrespondences\(^10\). Consequently, in actual practice, a user is forced to perform alignments more than six times, more often ten or twenty times.

In this paper, we propose a vision-based calibra-
3. Proposed Method: ViRC

We have developed the vision-based robust calibration (ViRC) method for the AR system using monocular OTHMDs equipped with a camera. The configuration of the ViRC method is shown in Fig. 2. The virtual screen is positioned a focal length away from the user's eye. The projection matrix $P_2$ that projects the 3D point $X_1$ on the marker coordinate system onto the 2D point $m_1$ on the virtual screen is decomposed as follows:

$$sm_1 = P_1X_1 \quad (1)$$
$$= P_2W_{2,1}X_1 \quad (2)$$

where $m_1$ and $X_1$ are homogeneous coordinate representations. $s$ is a scale factor. $W_{2,1}$ is a transformation matrix from the marker coordinate system $O_1$ to the camera coordinate system $O_2$ and can be calculated through camera pose estimation based on marker detection. $P_2$ is a projection matrix from $O_2$ to the virtual screen coordinate system and is composed of 11-DoF calibration parameters. The calibration parameters remain constant as long as the user does not move his/her OSTHMD glasses because the calibration parameters are based on the positional relationship between the user’s eye and the virtual screen.

Fig. 3 shows the flowchart of the ViRC method. While $P_2$ is calculated through only one phase in the conventional DLT-based method, it is identified via two phases in the ViRC method: phases I and II. First, phase I estimates the device-dependent parameters that represent the approximate position of the virtual screen. Next, phase II estimates the 4-DoFs user-dependent parameters to obtain the positions of both the user’s eye and the virtual screen accurately. Both phases require user alignments. Here, those who perform phase I and the following phase II may be different individuals. In other words, one user can perform phase II using the device-dependent parameters estimated by another user. Once phase I is completed, it does not need to be recomputed as long as the camera devices are fixed securely on OTHMDs. On the other hand, phase II must be performed whenever a user wears or moves his/her OSTHMD. However, phase II only has to estimate the 4-DoFs user-dependent parameters because the device-dependent parameters are pre-estimated.
dependent parameters are obtained beforehand. Consequently, the ViRC method provides more robust calibration compared with the conventional method that estimates the 11-DoFs calibration parameters directly.

### 3.1 Alignment

Alignment is the process that collects point correspondences comprising a 3D object point in the camera coordinate system and its projected 2D point into the virtual screen. A diagrammatic representation of this process is shown in Fig. 5.

Suppose that the perspective projection model is applied to the OSTHMD, which means the virtual screen is the image plane, the normal from the user’s eye to the virtual screen is the optical axis, and the user’s eye is the optical center. Then, let $A^d$ be intrinsic parameters used in this phase, and be denoted as follows:

$$A^d = \begin{pmatrix} f^d & 0 & c^d_u \\ 0 & f^d & c^d_d \\ 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (3)

where $f^d$ is the distance between the user’s eye and the virtual screen, and $(c^d_u, c^d_d)$ is the point on the pixel coordinate system of the virtual screen $(u, v)$ where the normal and the virtual screen intersect. The units of $f^d$, $c^d_u$, and $c^d_d$ are pixels. Because the accurate values of these three parameters are unknown at first, this phase sets them as approximate values based on the specification of the OSTHMD. For example, when using OSTH-MDs that place $f$ millimeters ahead the virtual screen whose resolution is $w \times h$ pixels and the length of whose diagonal is $d$ millimeters, $f^d$, $c^d_u$, and $c^d_d$ are respectively set as $f k^d$, $w/2$, and $h/2$ where the pixel density (the ratio of pixel to millimeter) $k^d = \frac{\sqrt{w^2 + h^2}}{d}$.

Let $W^d_{3,2}$ be a transformation matrix from the camera coordinate system $O_2$ to the approximate coordinate system $O_3$ corresponding to the approximate user’s eye position. $W^d_{3,2}$ is calculated by the PnP algorithm according to Eq. 4 with the given $A^d$ and a minimum of four 2D-3D point correspondences

$$sm_1 = A^d W^d_{3,2} W^d_{2,1} X_1$$  \hspace{1cm} (4)

Thus, the device-dependent parameters calculated in phase I are defined by $f^d$, $c^d_u$, $c^d_d$ and $W^d_{3,2}$. The superscripts $d$ of these expressions mean that they are the device-dependent parameters.

It can be assumed that the device-dependent parameters represent the rough position of the virtual screen for the following reason. A frustum is defined by the approximate eye position and the virtual screen, as shown in Fig. 5. In this phase, the precise position of the virtual screen cannot be calculated because the exact pixel density $k$ is unknown. Conversely, given the exact pixel density, this frustum provides the precise position of the virtual screen. Therefore, this frustum in this phase is used as a clue to find the precise position of the virtual screen in the following phase.

### 3.3 Phase II: Estimating the User-Dependent Parameters

In phase II, the positions of both the virtual screen and the user’s eye are estimated accurately by nonlinear minimization under the given device-dependent parameters. Fig. 6 shows a diagrammatic representation of this phase. Let $W^u_{n,3}$ be the transformation
matrix from $O_3$ to the virtual screen coordinate system $O_4$, and $W^u_{4,3}$ be the transformation matrix from $O_4$ to the actual position of the user’s eye coordinate system $O_5$. Thus, $W^u_{4,3}$ and $W^d_{5,4}$ are introduced as correction terms converting the approximate position of the user’s eye into the precise position.

$W^u_{4,3}$ is denoted as follows:

$$W^u_{4,3} = \begin{pmatrix} 1 & 0 & 0 & c^d_u d^y \\ 0 & 1 & 0 & c^d_u d^z \\ 0 & 0 & 1 & -f^d_v \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad (5)$$

where $k^u$ is the pixel density that has been introduced as one of the user-dependent parameters. Estimating the $k^u$ accurately means identifying the actual position of the virtual screen in the frustum calculated in phase I.

In addition, the position of the user’s eye relative to the virtual screen in phase II is, in the same way as in Eq. 3, denoted by $A^u$ as follows:

$$A^u = \begin{pmatrix} f^u & 0 & c^u_w \\ 0 & f^u & c^u_v \\ 0 & 0 & 1 \end{pmatrix} \quad (6)$$

where $f^u$ and $(c^u_w, c^u_v)$ are the remaining user-dependent parameters. Then, $W^d_{5,4}$ is denoted as follows:

$$W^d_{5,4} = \begin{pmatrix} 1 & 0 & 0 & -c^u_w \\ 0 & 1 & 0 & -c^u_v \\ 0 & 0 & 1 & f^u \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad (7)$$

As above, the $P_2$ is composed of Eqs. 5, 6, 7 and $W^d_{5,4}$ according to Eq. 8.

$$P_2 = A^u W^u_{4,3} W^v_{5,4} W^d_{3,2} \quad (8)$$

The projection formula of $X_i$ onto $m_1$ in the ViRC method is given by substituting Eq. 8 into Eq. 2. The $f^u$, $c^u_w$, $c^u_v$ and $k^u$ of the unknown user-dependent parameters are estimated by the Levenberg-Marquardt algorithm to minimize reprojection error through the projection formula, when the initial values are set as the values of $f^d$, $c^d_u$, $c^d_v$ and $k^d$, respectively. This calculation requires a minimum of four 2D-3D point correspondences because of the number of unknown parameters. This optimization calculation means that the position of the user’s eye is estimated accurately while finding the precise position of the virtual screen in the frustum. Thus, the ViRC method estimates the positions of both the user’s eye and the virtual screen simultaneously with a small number of unknown parameters.

4. Experiments

4.1 Evaluation System

Evaluating an OSTHMD’s calibration has also been a troublesome problem because only users wearing it can observe the superimposed scenes from the calibration result. Some studies employ tablet devices called evaluation boards. First, the evaluation systems display small spheres on the boards at various positions (ground truths). Next, the systems superimpose the corresponding marks onto the virtual screens using the estimated calibration parameters. Then, users are requested to touch the boards at the perceived back-projected positions. The differences between the back-projected positions and ground truth positions on the boards are defined as errors. Another study uses stylable stylus pens and requests users to align the cross-hair cursors on the virtual screens in order to obtain the ground truths of 2D points. In this case, the differences between superimposed positions using the estimated calibration parameters and ground truth positions on the virtual screens are defined as errors. However, above-mentioned evaluation processes depend to a large extent on the alignment skills of individual users.

In this paper, we develop a video see-through system instead, similar to circle detection evaluation. This system permits the recording of superimposed scenes in addition to the accurate quantitative evaluation of OSTHMD’s calibration. As shown in Fig. 7 (a), we use Brother AirScouter equipped with Logicool QuickCam Pro for Notebooks. The AirScouter places 30 centimeters ahead the virtual screen whose resolution is $800 \times 600$ pixels. Additionally, we place Logicool HD Webcam C525 as another camera in the position of the user’s eye (hereinafter called “eye camera”) so as to be slidable independently of the OSTHMD to simulate an-
other user’s eye position.

The video see-through system is fixed on a desk as shown in Fig. 7 (b). In practice, alignments are performed by the user input, but in the experiments, they are conducted automatically using marker detection as follows. A fiducial marker is placed somewhere above the desk. Then, the position of its projected 2D point on the virtual screen is identified by applying a marker detection algorithm to images captured by the eye camera. This procedure henceforth is called marker-based alignment. In this way, the accurate ground truths of point correspondences can be obtained that are independent of the user’s ability to perform alignment.

First, 100-point correspondences (dataset 1 for calibration) are corrected using marker-based alignment when the eye camera is positioned at a certain position. Then, Gaussian noise with zero mean and standard deviation $\sigma = 5$ pixels is added to the coordinates of the 2D points. This is based on the assumption that in actual practice there are user misalignments. Dataset 1 is only used for phase I of the ViRC method. Next, the additional 100-point correspondences (dataset 2 for calibration) are obtained after the eye camera is slid about 5 millimeters. Dataset 2 is used for both phase II of the ViRC method and the conventional methods.

Finally, alternative 100-point correspondences (dataset for test) are collected for use in evaluating the accuracy of each method.

Experiment 1 reveals the dependency of each method on the number of alignments. Each calibration method is performed with $n$ point correspondences with noise of $\sigma = 5$ pixels, which is selected randomly from dataset 2. Then, experiment 2 reveals the dependency of each method on the positions of 2D points included in the point correspondences. From dataset 2, 50-point correspondences are extracted so that the 2D points exist only inside the 400 $\times$ 300 pixel area of the virtual screen (dataset 2-inside), as shown in Fig. 4.

4.2 Experimental Result 1: Revealing Dependency On the Number of Alignments

Fig. 8 shows the median of reprojection errors with dataset 2: $\sigma = 5$ and the number of trials is 500.

![Fig. 8](image)
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Fig. 9 Superimposed cube: DLT (error = 33.4 pixels) and ViRC (error = 5.5 pixels)

“DLT (dataset 1)” is the calibration result of the DLT method with 100 alignments in dataset 1; this simulates the situation where one user uses the calibration result estimated by another user. “PnP” is the calibration result of the PnP method using the same approximate intrinsic parameters used in phase I of the ViRC method. The ViRC method achieves more positive results overall compared to both the DLT method and the PnP method. Specifically, compared with the DLT method, it can decrease reprojection error by 83% when $n = 6$, from 33.4 pixels to 5.5 pixels. The reason for making a comparison when $n = 6$ is that the minimum value of $n$
required for the DLT method is 6 while that required for the ViRC method is 4. Fig. 9 shows the superimposition of the computer graphic of a cube onto the virtual screen using each of the calibration results when \( n = 6 \). The shape of the superimposed cube is free from alignment errors in the ViRC method while the DLT method produces some distortion (Figs. 9(a) and (b)). In addition, the edge of the cube is misaligned at the boundary of the virtual screen in the DLT method, but it is properly aligned in the proposed method (Figs. 9(c) and (d)).

The DLT method is needed to estimate the positions of both the user’s eye and the virtual screen without any prior information. On the other hand, the ViRC method can estimate them with the rough position of the virtual screen, which is calculated beforehand as device-dependent parameters. Therefore, the ViRC method produces a more robust calibration than the DLT method. The superior results for the PnP method compared to the DLT method means that misalignment (simulated by noise) has a more significant impact on the reprojection error than does the approximation error of the intrinsic parameters. The reason the ViRC method gets a better result than the PnP method is that the position of the user’s eye is modified from the initial approximate intrinsic parameters to accurate values.

### 4.3 Experimental Result 2: Revealing Dependency On the Positions of 2D points

Fig. 10 shows the median of reprojection errors using the DLT method and the ViRC method with datasets 2 and 2-inside during 500 trials where \( n = 6 \). Dataset 2 includes point correspondences where 2D points exist on the overall range of the virtual screen. Meanwhile, dataset 2-inside includes point correspondences where 2D points exist only on the inside area. The result indicates that using only the narrow ranges of 2D points negatively affects the re-projection errors; specifically, those using the DLT method and the ViRC method increase by 2.50 and 1.18 times, respectively.

Generally, camera pose estimation also become unstable with 2D-3D point correspondences in the small regions of camera images. This suggests that users should perform alignments with 2D points outside the virtual screen for both calibration methods. However, as for the ViRC method, phase I calibration using numerous alignments (100 in this paper) leads to a high-accuracy phase II calibration (error = 6.5 pixel in Fig. 10) even when inside points are used.

## 5. Conclusion

In this paper, we proposed a calibration method called ViRC for augmented reality applications using OSTHMDs. The ViRC method is a simple configuration requiring only a fiducial marker and does not need any additional equipment. The ViRC method divides calibration parameters into device-dependent parameters and user-dependent parameters. Computing the device-dependent parameters beforehand leads to a decrease in the number of unknown parameters in the user calibration phase. Therefore, the ViRC method produces a more robust calibration compared with the conventional DLT-based method. Experiments showed that the ViRC method could decrease reprojection error by up to 83% compared with the conventional method. Consequently, users could obtain correctly aligned superimpositions of the computer graphics with little distortion.
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