Application of Interface-Tracking Method Based on Phase-Field Model to Numerical Analysis of Free Surface Flow
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In this study, an interface-tracking method, NS-PFM, combining Navier-Stokes (NS) equations with a phase-field model (PFM) is applied to an incompressible two-phase free surface flow problem at a high density ratio equivalent to that of an air-water system, for examining the computational capability. Based on the Cahn-Hilliard free energy theory, PFM describes an interface as a finite volumetric zone across which physical properties vary steeply but continuously. Surface tension is defined as an excessive free energy per unit area induced by local density gradient. Consequently, PFM simplifies the interface-tracking procedure on a fixed spatial grid without any elaborating techniques in conventional numerical methods. It was confirmed through the numerical simulation that (1) the NS-PFM conducts self-organizing reconstruction of the interface with a certain thickness using volume flux driven by chemical potential gradient and (2) predicted collapse of two-dimensional liquid column in a gas under gravity agreed well with available data.

1. INTRODUCTION

In recent years, phase-field model (PFM) has grown popular as one of useful tools for understanding complex phenomena involving self organization of mesoscopic structures in multi-component systems1, such as two-phase flows2,3, solidification of binary alloys4 and formation of polymer membranes5. Based on the van-der-Waals, Cahn-Hilliard free-energy theory6, PFM describes an interface as a volumetric transition zone with a finite width between different phases, across which physical properties vary steeply and continuously. A free-energy functional, which has a double-well potential of an order parameter (fluid density or molar concentration) and depends on square of its local gradient, allows the coexistence of two phases with diffusive interface without imposing topological constraints on interface as phase boundary. In the theory, surface tension is defined as an excessive free energy per unit area caused by the gradient of the order parameter inside interface, enabling calculation of the continuous body force without directly using interfacial curvature and normal vector. As a result, the PFM-based method for two-phase flows does not require any elaborating algorithms for advection and reconstruction of interface7,8 and continuum surface force model9 in conventional front-tracking, level-set and volume-of-fluid (VOF) methods10,11,12. This feature simplifies interface-tracking calculation on a fixed spatial grid. The PFM method therefore has attractive advantages over other methods, easy implementations of multi-dimensional interface advection and associated heat and mass transfer across the interface2,3.

PFM methods for two-phase flows are categorized into two types of basic equations; a direct numerical method using Navier-Stokes (NS) equations (referred to as NS-PFM hereafter)2,3, and a lattice Boltzmann method (LBM)13,14 using mesoscopic kinetic equations for the velocity distribution of a number density of fictitious fluid particles15,16,17. Both types had been applied only to two-phase flows with a small density difference because of numerical instability. To overcome the difficulty, two kinds of two-phase LBM proposed by Chen et al.18 and Inamuro et al.19 adopted conventional finite difference scheme for problems
with discontinuity and solution algorithm for Poisson equation of pressure, respectively. Then, we have recently proposed a new NS-PFM \cite{20,21} applicable to two-phase flow problems at a high density ratio, by extending the latter LBM \cite{19}. The advantage of NS-PFM over two-phase LBM is to save computational memory, because the number of macroscopic variables in NS equations is generally less than that of mesoscopic variables (particle-velocity distribution functions) in LBM kinetic equations.

The purpose of this study is to examine the interface-capturing/tracking capability of the NS-PFM we have proposed \cite{20,21} through numerical benchmark simulation of immiscible, incompressible, isothermal two-phase flows with a high density ratio. In the simulation, the fluid is assumed to be an air-water system at room temperature and 1 atm pressure under normal gravity. In the next section, we explain basis of the proposed numerical method, and then present the numerical results of two-dimensional broken dam problem under gravity in Sec.3, which are compared with experimental data \cite{22} and other numerical solutions obtained with VOF method \cite{12} and moving particle semi-implicit (MPS) method \cite{23}. The conclusions of this study are described in the last section.

2. PHASE-FIELD METHOD FOR TWO-PHASE FLOW

2.1 Basic equations

Phase-field method, NS-PFM, combines NS equations with PFM for predicting interface profile and surface tension force, without using conventional interface-advection/reconstruction algorithms \cite{7,8} and continuum surface force model \cite{9}. For simulating immiscible, incompressible, isothermal gas-liquid flows, the NS-PFM \cite{20,21} extended from a LBM \cite{19} solves a set of a continuity equation, momentum conservation equations, and a Cahn-Hilliard (CH) advection-diffusion equation governing time evolution of interface profile with a finite thickness \cite{1,2,6},

\[
\nabla \cdot \mathbf{u} = 0, \quad \rho \frac{D\mathbf{u}}{Dt} = \nabla \left[ -\mathbf{P} + \mu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \right] + \left( \rho - \rho_c \right) \mathbf{g},
\]

\[
\frac{\partial \phi}{\partial t} + \nabla \cdot \left[ \phi \mathbf{u} - \Gamma(\phi) \nabla \eta \right] = 0,
\]

where \( t \) is the time, \( \mathbf{u} \) is the flow velocity and \( \rho \) is the density of two-phase fluid. In Eq.(2), \( \mathbf{g} \) is the gravity, \( \mathbf{P} \) is the pressure tensor, \( \mu \) is the viscosity, and \( \rho_c \) denotes the density in continuous phase. The continuous scalar variable \( \phi \) in CH equation (3) with chemical potential \( \eta \) is an index (so-called order parameter) to describe diffusive interface profile \cite{1,2,6}. The mobility \( \Gamma(\phi) \) to control diffusive volume flux of \( \phi \) takes the following simple form \cite{19},

\[
\Gamma(\phi) = \Gamma_0 \phi
\]

where the factor \( \Gamma_0 > 0 \) is set to be constant in the whole flow field for simplicity of calculation. The chemical potential \( \eta \) in Eq.(3) is derived from a free-energy functional \( \Psi \) of the fluid system with volume \( V \) which has a van-der-Waals-type bulk energy function \( \psi(\phi) \) \cite{15,17,19} and an energy increase caused by local gradient of \( \phi \) as follows,

\[
\eta = \frac{\delta \Psi}{\delta \phi} = T \ln \left( \frac{\phi}{1 - B\phi} \right) - 2A\phi + \frac{T}{1 - B\phi} - \kappa_\phi \nabla^2 \phi,
\]

\[
\Psi = \int \left[ \psi(\phi) + \frac{\kappa_\phi}{2} |\nabla \phi|^2 \right] dV,
\]

where \( A, B, T, \) and \( \kappa_\phi \) are the input parameters which determine cross-sectional profile of interface with thickness proportional to \( \kappa_\phi^{0.5} \) \cite{11,6} under the condition of phase separation, \( T < 8A/(27B) \). In \( \eta \), other bulk energy functions of double-well form \cite{21,15} can be also adopted \cite{16,21}.

The mass density \( \rho \) is defined as a continuous function of \( \phi \) \cite{19},
\[ \rho = \frac{\rho_L + \rho_G}{2} + \frac{\rho_L - \rho_G}{2} \sin \left( \frac{(\phi_L + \phi_G) / 2 - \phi}{|\phi_L - \phi_G|} \pi \right), \]

(7)

where \( \rho_G \) and \( \rho_L \) are those of gas and liquid phases respectively, while \( \phi_G \) and \( \phi_L \) are arbitrary thresholds for the continuous index \( \phi \) to distinguish two phases. The viscosity \( \mu \) is interpolated between constant values \( \mu_G \) and \( \mu_L \) of the phases as a linear function of \( \rho \):

\[ \mu = \frac{\mu_L - \mu_G}{\rho_L - \rho_G} (\rho - \rho_G) + \mu_G. \]

(8)

The tensor \( \mathbf{P} \) in Eq.(2) is expressed as

\[ \mathbf{P} = \left( P' - \kappa_s |\nabla \rho|^2 \right) \mathbf{I} + \kappa_s \nabla \rho \otimes \nabla \rho, \]

(9)

\[ P' = p - \kappa_s \rho \nabla^2 \rho + \frac{\kappa_s}{2} |\nabla \rho|^2, \]

(10)

where \( \mathbf{I} \) is second-rank isotropic tensor, \( \kappa_s \) denotes the strength of surface tension \( \sigma \), and \( P' \) is the effective pressure which takes gradient-induced free-energy increase \( \kappa_s |\nabla \rho|^2 \) into account. In the definition of \( P' \) (10), \( p \) is the pressure in homogeneous system (its form needs not to be specified in this method). In advance of the simulation, the value of \( \kappa_s \) set to be constant in the whole flow field, is determined according to the thermodynamic definition of \( \sigma \) as free-energy increase per unit area across a flat diffusive interface:

\[ \sigma = \kappa_s \int_{-\infty}^{\infty} \left( \frac{\partial \rho}{\partial x} \right)^2 \, dx, \]

(11)

where \( x \) is the axis along the normal direction of the interface. The excessive free energy \( \sigma \) on the interface defined by the Cahn-Hilliard theory increases the value of \( P' \) inside stationary fluid particle with its interfacial curvature according to the Laplace's law.

### 2.2 Numerical scheme and algorithm

For solving Eqs.(1)-(3), we adopted simple numerical techniques mentioned below. The three-dimensional space was discretized uniformly using cubic cells with \( \Delta x = \Delta y = \Delta z = 1 \) in Cartesian coordinate system \((x,y,z)\), where scalar and vector variables were located in staggered arrangement respectively. The scalar variables on cell surfaces were interpolated with a fourth-order scheme. Update of \( \mathbf{u} \) and \( \phi \) in Eqs.(2) and (3) was based on the second-order Runge-Kutta's time-marching scheme with a constant increase \( \Delta t \). At each time step, the velocity \( \mathbf{u} \) and the effective pressure \( P' \) were calculated using the projection algorithm, where successive over-relaxation method was used for solving the Poisson equation of \( P' \):

\[ \nabla \cdot \left( \frac{1}{\rho} \nabla P' \right) = \frac{\nabla \cdot \mathbf{u}'}{\Delta t}, \]

(12)

where the provisional velocity \( \mathbf{u}' \) was explicitly predicted from data given at each time step. Finally, the solenoidal \( \mathbf{u} \) which satisfies Eq.(1) was obtained from \( P' \) and \( \mathbf{u}' \) by using the following correction:

\[ \mathbf{u} = \mathbf{u}' - \frac{\Delta t}{\rho} \nabla P'. \]

(13)

The advection term in Eq.(2) was calculated with a third-order upwind finite difference scheme, while that in the CH equation (3) was calculated with a forth-order central difference scheme (CDS). Gradients of the scalar variables (\( \phi, \rho, \) and \( P' \)) were evaluated with a forth-order CDS, while a second-order CDS was applied to the viscous term of Eq.(2).

### 3. Numerical Result

In this study, the above-mentioned numerical method, NS-PFM, was applied to a two-phase free surface...
flow problem of collapse of two-dimensional liquid column in a gas under gravity, for basic examination of the interface-capturing/tracking capability. Density and viscosity ratios, \( \rho_i / \rho_o \) and \( \mu_i / \mu_o \), were about 801.7 and 73.76 respectively, which correspond to those of air-water system at 1 atm and at room temperature. The simulation was conducted at an aspect ratio \( n^2 = H/a^2 \) of column with height \( H \) and width \( a \) in a rectangular computational domain on 3D \((x,y,z)\) coordinate system, which was surrounded with stationary flat solid walls on \((x,z)\) plane and had periodic boundaries in the direction along \( y \) axis (see Fig.1). Gravity effect for driving the motion of liquid column had been imposed on fluid region with density \( \rho \geq \rho_o \) after time \( t=0 \). The wall surfaces were assumed as non-slip and neutrally-wettable boundaries, on which the conditions of \( \mathbf{u}=0 \) and \( \partial \phi / \partial n = 0 \) were taken into account (\( n \) is the direction normal to the surface). The initial column width \( a \) was assumed to be equivalent to 146mm in air-water system, in both cases of spatial resolution, Case1 \((a=10\Delta x)\) and Case2 \((a=18\Delta x)\). In addition to surface tension \( \sigma \) and gas and liquid viscosities \( \mu_o \) and \( \mu_l \) (Table 1), other parameters were set in both cases of high and low resolutions as follows; \( \alpha = \beta = 0.1, \phi_o = 0.3802, \phi_l = 0.2751, \Gamma_0 = 12, \mu_o = 2 \times 10^{-3}, \mu_l = 1.247 \times 10^{-5}, \rho_l = 1, \) and \( \Delta t = 0.0125 \).

![Solid walls](stationary, no-slip, neutrally-wettable)

**Fig.1** Computational domain of collapse of two-dimensional liquid column.

![Interface](surface at \( \rho = (\rho_i + \rho_o)/2 \))

**Fig.2** Initial profile of fluid density \( \rho \) across liquid-column interface on a bottom solid wall.

### Table 1  Parameters in simulation of collapse of liquid column in a gas under gravity

<table>
<thead>
<tr>
<th>Case#</th>
<th>Aspect ratio ( n^2 = H/a )</th>
<th>Width of column ( a ) (m)</th>
<th>Surface tension ( \sigma ) (N/m)</th>
<th>Viscosities (kg/m-s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \Delta x = 1 )</td>
<td></td>
<td>( 7.11 \times 10^{-5} )</td>
<td>( \rho_o ) (gas)</td>
</tr>
<tr>
<td>1</td>
<td>10\Delta x</td>
<td>1.46 \times 10^{-1}</td>
<td>( 1.43 \times 10^{-7} )</td>
<td>( 1.06 \times 10^{-5} )</td>
</tr>
<tr>
<td>2</td>
<td>18\Delta x</td>
<td></td>
<td>( 2.30 \times 10^{-4} )</td>
<td>( 3.47 \times 10^{-7} )</td>
</tr>
</tbody>
</table>

Figure 2 shows the initial profiles of density \( \rho \) along \( x \) axis across interface of liquid column on the bottom wall surface in low and high resolution cases, Case1 and Case2. The density field was set by using an equilibrium state of the index function \( \phi \) obtained as steady-state solution of CH equation (3) at \( \mathbf{u}=0 \). That is the reason why the column had already possessed rounded corner and diffusive interface at time \( t=0 \). The numerical solutions at \( \Delta x = \Delta x = 1 \) in Eq.(3) (denoted by symbols in Fig.2) agreed with the theoretical one (solid line) for an infinite flat interface, which is derived from chemical potential balance \( \psi \).

Then, shapes of the liquid column at dimensionless times \( t^* = nt \alpha^{0.5} = 1.159, 2.318, \) and \( 3.477 \) in each of Case1 and Case2 are shown in Fig.3 (a) and (b) respectively, in which the solid lines inside gradation-colored diffusive interface zone are drawn at three contour values of density \( \rho = \rho_o + (\rho_i - \rho_o) / 2 \) and \( \rho_o \frac{\Delta x}{4} (\rho_i - \rho_o) \). The dimensionless times correspond to 0.1, 0.2, and 0.3 seconds respectively, for water column with width \( a = 146\text{mm} \) in air \( \tau \). As shown in the figure, the interfacial shapes of liquid column in both high and low resolutions agreed well with each other at each time \( t^* \). From the density contour lines drawn with a certain distance at each \( t^* \) in both cases of high and low resolutions, it is confirmed that the interface retained its initial finite thickness adequately during the collapse in both cases. In Fig.4, cross-sectional
profile of $\rho$ along x axis on the bottom wall surface at each time is drawn as solid line in each case of low and high resolutions, Case1 and Case2. As shown by the time series of the lines in each of the figures (a) and (b), while the interface moved on the wall surface from left side to right side, the initial profile also was retained sufficiently without numerical oscillation and diffusion until $t^*=2.90$ in both the cases.

Fig. 3  Time series of shape of liquid column with initial width $a$ and aspect ratio $\eta^2=H/\alpha=2$ under gravity $g$ at dimensionless time $t^*=ntg/\alpha^{0.5}$ in (a) Case1 ($\alpha=10\Delta x$) and (b) Case2 ($\alpha=18\Delta x$).

Fig. 4  Time series of profile of fluid density $\rho$ across gas-liquid interface on bottom solid wall at dimensionless time $t^*=ntg/\alpha^{0.5}$ ($\Delta t=0.0125$) in (a) Case1 ($\alpha=10\Delta x$) and (b) Case2 ($\alpha=18\Delta x$).
Fig. 5 Time series of dimensionless leading-edge position $X' = X/a$ of liquid column.

Fig. 6 Time series of dimensionless leading-edge velocity $U' = dX'/dt'$ of liquid column.

Hereafter, the numerical results are compared with experimental results in actual air-water system and numerical solutions obtained with VOF and MPS methods. Figures 5 and 6 show time series of dimensionless horizontal leading-edge position $X' = X/a$ and velocity $U' = dX'/dt'$ of the column on the surface of bottom solid wall, respectively. In measurement of the position $X$, the diffusive interface with finite thickness was represented by a contour surface at $\rho = \rho_d$. In both the figures, solid and broken lines denote the present results in low and high resolutions of Case1 and Case2 respectively, while symbols denote the experimental results in air-water system and the numerical solutions given by VOF and MPS methods. Both the results of $X'$ and $U'$ obtained with the NS-PFM at both resolutions agreed with the other predictions until dimensionless time $t' = 3.0$. As shown in Figs.2 and 3, the interface in the NS-PFM has a finite thickness caused by the free-energy increase which is proportional to squared gradient of $\phi$, $\kappa_s |\nabla \phi|^2/2$ in Eq. (6). The leading edge of liquid column therefore tends to become more rounded under the action of wall friction force on the fluid, compared with those in conventional numerical methods which describe interface as phase boundary with no volume. That is the reason why the result of leading-edge position in this study deviated gradually from those obtained with VOF and MPS methods as the liquid column collapsed. In contrast, dimensionless column height $Z' = Z/H$ in each case of high and low resolutions was predicted in better agreement with those obtained with VOF and MPS methods in addition to the
experimental data until dimensionless time $\hat{t} = (g/a)^{0.5}$ = 3.0, as shown in Fig. 7. The reason for the better agreement in $Z'$ would be that the external force due to gravity continued to act on the fluid region at $\rho > \rho_0$ uniformly in the direction of top-edge motion of the column against the friction drag on the left wall.

![Graph showing time series of dimensionless height $Z' = Z/H$ of liquid column.](image)

**Fig. 7** Time series of dimensionless height $Z' = Z/H$ of liquid column.

### 4. CONCLUSIONS

In this study, we examined the interface-capturing/tracking capability of a computational fluid dynamics method, NS-PFM \(^{\text{20,21}}\), which is a combination of Navier-Stokes (NS) equations and a phase-field model (PFM) \(^{\text{1}}\) based on the van-der-Waals Cahn-Hilliard free-energy theory \(^{\text{6}}\), through numerical simulation of a two-phase flow with free surface. The method has been recently proposed as a macroscopic extended edition of a lattice-Boltzmann method applicable for incompressible isothermal two-phase flow problems at high density ratio \(^{\text{19}}\). The benchmark simulation of collapse of a two-dimensional liquid column on solid wall in a gas under gravity was carried out at an aspect ratio of the column and at density and viscosity ratios equivalent to those of an actual air-water system. From the numerical results, it was confirmed that (1) the volume flux driven by a local chemical potential gradient in the Cahn-Hilliard equation plays an important role in self-organizing reconstruction of interface with a certain finite thickness without numerical diffusion and oscillation, and (2) collapse of liquid column was predicted in agreement with well-known experimental and numerical data \(^{\text{12,22,23}}\) in terms of both horizontal leading-edge position and height of column. These results demonstrate that, not only (1) the proposed NS-PFM has a potential to simulate two-phase flows more simply and efficiently than other numerical methods without using conventional interface-advection and reconstruction algorithms, but also (2) the phase-field modeling for multiphase interface based on the free-energy theory is useful for interface-capturing/tracking simulation of two-phase flows based on computational fluid dynamics.
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