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Formal methods has been expected to increase the reliability of software, including that of signalling systems. In order to further the use of formal methods in the railway signalling domain, it would be beneficial to show examples of models of various signalling equipment using formal methods. As some examples, the specification of automatic block systems for single lines was modeled using formal specification languages, and the effectiveness of the model was verified by means of theorem proving and satisfiability problem solver. For theorem proving, B-method was used, which is characterized by theorem proving and stepwise refinement. B-method yields a very powerful result as far as safety is concerned, but it requires a high level of effort. On the other hand, satisfiability problem solvers can easily find truth of the proposition composed with many variables, but some restrictions apply in terms of the proposition domain.
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1. Introduction

Microelectronics is widely used for signalling equipment, following the development of techniques for achieving failsafe hardware properties. Microelectronics equipment is expected to progress more. This means that ensuring that software is safe is now an even greater priority.

Many techniques are used with the software for signalling systems, such as software diversity, single thread, etc., to ensure failsafe. However, safety cannot be ensured if the program makes a mistake.

Formal methods were looked at to increase the reliability of software [1, 2]. Formal methods are techniques for increasing the quality of systems by describing the system specifications using formal specification languages based on mathematics and logics, and by verifying the specifications mathematically and logically. Figure 1 shows an example of development using formal methods. When formal specification languages are used, one benefit is that it is possible to remove ambiguity from the specifications, and to validate them by means of rapid prototyping during the early stage of the development. When theorem proving and model checking are used, it is possible to ensure that there are no failures or mistakes. Moreover, it is possible to decrease mistakes in the programs, when they are translated from verified specifications.

The application of formal methods in the railway sector is very common outside Japan [3-5], but within Japan such usage remains rare. It is considered that in order to further the use of formal methods in the railway signalling domain, it would be beneficial to show examples of models of various signalling equipment using formal methods. It is also important for the example to be used to show the model verification process. As some examples of modelling, automatic block systems were modeled for single lines using B-method [6] (a formal method) and the models were verified by means of theorem proving. An SMT (Satisfiability Modulo Theories) solver [7] was also applied to the model verification, which decides the result of satisfiability problem.

2. Automatic block systems for single lines

Interlocking systems and automatic train protection systems are considered typical representatives of signalling systems. However, automatic block systems for single lines were selected as the object of modeling, because they are composed of relays like interlocking systems, and they are simpler than interlocking systems. In fact, they are not independent of interlocking systems, but form part of them. In the standard connection diagrams for interlocking [8, 9], there are several pages for automatic block systems. Three kinds of system were modeled – automatic block systems for single lines, simplified automatic block systems, and semi-automatic block systems. They commonly use traffic direction control circuits. The focus is not on verification of the connection diagrams, but on verification of the functions. The connection diagrams were therefore not translated, but the functions of the automatic block systems were modeled.

Among the functions of automatic block systems, the
traffic direction control circuit and the traffic direction levers are the most important. The following concepts commonly apply for the three systems mentioned above:

1. When the directions of the levers at both neighboring stations agree, the traffic direction control circuit is composed in such a way that the power is supplied from the arrival station.

2. Once the traffic direction control circuit is composed, the change of direction at the arrival station is invalid.

3. Once the traffic direction control circuit is composed, it is locked while the departure route is set or a train is present between the stations. In such cases, the change of direction at the departure station is also invalid.

Safety requirements were verified such that both the stations would not allow trains to depart at the same time, and changing direction at the arrival station would be invalid.

3. Verification of automatic block systems for single lines using B-method

3.1 B-method

B-method [6], which was used on this occasion, focuses on the generation of verified code. It is characterized by stepwise refinement and the proving of theorems automatically generated from the specifications. However, it is difficult to describe specifications using B, so VDM [10] was also used, which is another formal method. VDM focuses on the formal description of systems and validation. The specification by VDM++, an object-oriented variation of VDM, was first described. Then it was translated manually into B.

Both VDM++ and B can be used to describe invariants, which are the conditions held at any time among system variables. When the requirement is verified that “both the stations do not allow trains to depart at the same time,” the requirement is described as an invariant and it should be proved that the invariant is held. When it is verified that the “direction from the arrival station is invalid,” it should be proved that the state of direction circuit does not change even if the direction lever is changed. The conditions for proving the integrity of the systems are referred to as “proof obligations” and they are generated automatically from the specifications according to the rules. Indeed, the “verification” means discharging proof obligations.

3.2 VDM model of the simplified automatic block system

As a first step, simplified automatic block systems were modeled using VDM++. With this system, the track between the neighboring stations consists of only one block. Only one train can occupy the track, and the existence of the train can be detected with a device called the track circuit. In the model the system is divided into traffic direction control circuit and station equipment, both of which are described as class. The following were described in the station equipment class: “direction,” corresponding to the traffic direction relay; “directlock,” corresponding to the relay for locking the traffic direction; “directlever,” corresponding to the traffic direction lever; and so on.

The traffic direction control circuit is composed of two pairs of circuits. One pair is the circuit for coordinating direction levers, and the other is the circuit for checking the presence of a train between the stations and for indicating a proceed signal. In the traffic direction control circuit class, the variables “directlever” at both the stations and “existence” of a train between the stations were described.

Following the description of these variables, operations were described corresponding to handling the lever, and to the train movements.

3.3 B model of simplified automatic block systems

As a next step, the specification was translated into B. Although there is a difference in structuring between VDM++ and B, a smaller number of changes are required in the system structure when each class of VDM++ corresponds to a B machine. But there are some small differences in expression. For example, it is possible to describe sequential operations in VDM++, while the same does not apply for the abstract machines of B. On the other hand, postcondition of operation is not available in B as it is in VDM++. The specification was described taking into consideration the above restriction. An example B description is shown in Fig.2.

3.4 Refinement of B model and verification

With B-method, an abstract model is first described, and then the model is refined stepwise. During the refinement, the operation is described in such a way that the result of the operation satisfies the condition described in the parent module, and the result is more decisive than the parent module. Finally, the specification is refined in such a way that it is possible to translate it directly into programming code. The final refinement is referred to as the “implementation.”

At each stage of refinement, proof obligations are generated. Most of them are discharged automatically, and the remainder should be discharged interactively. In this paper all of the proof obligations are discharged. Table 1
shows the number of proof obligations for each module, from the abstract machine to the implementation. The numbers indicate the complexity of specifications. In this paper, 83% of proof obligations are automatically discharged.

### 3.5 Modeling automatic block system for single lines and verification

As a next step, standard automatic block systems for single lines were modeled. In this system, the track between the stations is divided into some blocks, which is different from the simplified one. More than one train can run on the track between the stations when each of them runs on a separate block. The track circuits are equipped to carry signal information. To display this function, transmitters and receivers are equipped for both directions. The power supply of transmitter and receiver is turned on and off according to the applicable direction. The traffic direction control circuit is locked when one of the track circuits detects a train. Such control of signals is included in the model.

The model of the traffic direction control circuit does not differ significantly from the simplified systems. On the other hand, the model used for the control of signal aspects results in complexity. The track circuits were therefore modeled into a separate class. The numbers of proof obligations are shown in Table 2. All of the proof obligations are discharged. However, the complexity in the track circuit model results in a large increase in the proof obligations for the whole model. A small increase in the proof obligations for the station equipment and the circuit direction is caused by the small increase of track circuits related with the lock of the direction.

### 3.6 Modeling semi-automatic block systems and verification

In the semi-automatic block systems, there is no track circuit between neighboring stations. Instead, a pair of short track circuits, called CT and OT, are equipped at the entrances of the stations. A relay called FSR is installed so that the direction is locked while a train departs from CT of the departure station until it reaches CT of the arrival station. The state of FSR depends on the sequence of track circuit changes. The traffic direction control circuit is composed of one pair of lines. When a train reaches the arrival station, the polarity of the power supply to the traffic direction control circuit reverses to notify of arrival at the departure station. Moreover, in order to handle unusual situations, such as regression or mis-departure of a train, a release button for regression, a substitution lever for entrance signals, and a release lever for mis-departure are provided, and procedures for handling them are specified. To ensure that there is no train between the neighboring stations, the number of relays is increased.

In the model, track circuits of CT, OT, platform track, and on route are described. The train position, which is
expressed as the combination of relays, is expressed as an
enumerated set as follows:

Position = inexistence | home | route | CT | OTCT | OT | approach | arrival

Please note that "home" means that a train stays at
the platform track and OTCT means that a train is detected
at both CT and OT. The above-mentioned buttons are
included in the model, while closure of track is excluded
from the model.

The nature of train position changes was explored for
each train position, with reference to the standard wire
diagram. There are some relay movements not recognized as
usual movements. There were two available options: one
was to avoid them by precondition of operations, and the
other was to specify the new position for them. The latter
option was selected. As a result, it was necessary to split
the cases according to the state of track circuits and train
position.

The numbers of the generated proof obligations are shown
in Table 3. It can be seen that there are many proof
obligations for both of the station model and the whole
model. It appears that this is because case splits are used
many times for track circuit states. Once case split is used,
proof obligations are doubled, because the result of the op-
eration must hold invariants for each case. It takes several
hours to check all of the proof obligations, even automati-
cally.

The numbers of lines of specifications are also shown
in Table 3. The number of lines for the station is 604 in
semi-automatic block systems, while there are 217 lines
for departure and arrival stations respectively in the auto-
matic block system.

3.7 Summary of verification in B

The specifications of automatic block systems were
verified using B. Even in the most complicated semi-
automatic block systems, all of the proof obligations were
discharged. However, when many variables and case splits
are used, the number of proof obligations increases, which
results an increase in the time required for verification.

4. Verification using SAT/SMT solver

One excellent advantage of the B-method is that veri-
ified codes can be obtained. However, when many variables
are used, the number of proof obligations increases, which
makes verification difficult. When systems that involve
more state variables than the automatic block systems are
specified, other solutions are required. Model checking is
one option, in which a system is described as a state transi-
tion system, and the properties of the system are checked
exhaustively. However, model checking is associated with
state explosion problems. The decision was made to opt for
an SAT/SMT solver, which is related to model checking but
is a different method.

4.1 SAT/SMT solvers

An SAT (SATisfiability problem) solver is a program
that decides whether or not a combination of values that
satisfies a proposition of Boolean variables exists. For ex-
ample, suppose the following proposition is true:

\[(A \lor B) \land (A \lor \neg B) \land (\neg A \lor \neg B)\]  (1)

When A is true and B is false, (1) turns out to be true and
it is found that a combination of A and B values exists.
According to the theory, SAT is classified into NP (Non-
deterministic Polynomial Time) complete, so there is no al-
gorithm that can decide any problems in polynomial time.
However, by applying heuristics, there are programs that
decide practical SAT within a practical time. Recently,
the performance of SAT has rapidly progressed. SAT with
more than 10^6 variables can be solved.

In SAT solvers, only Boolean variables are acceptable,
and the proposition is given in Conjunctive Normal Form
(CNF), in which disjunctions of variables and/or negation
of variable are conjunct. On the other hand, in SMT (SAT
Modulo Theories) solvers, the range of proposition is ex-
tended to first-order predicate logic, integers and/or func-
tions.

SAT/SMT solvers are used as a part of proof engines
and model checkers. First application of formal verifica-
tion to interlocking systems in Sweden [3] is based on an
SAT solver.

As mentioned above, with B method it becomes harder
to implement verification when the number of variables
increases even in small applications. On the other hand,
surprisingly many variables can be handled with an SAT/
SMT solver. An attempt was therefore made to verify the
specifications for automatic block systems using an SAT/
SMT solver.

4.2 Formulation of verification using an SMT solver

With B-method, proof obligations are generated to
check that invariants are held when operations are ap-
plied. When a specification is refined, the results of the refined operations have to satisfy the condition described in the predecessors. As SAT/SMT solvers only decide problems, but do not find all the possible combinations, the method for verifying the specifications must be formulated.

The variables for describing a system are given as \( x_1, x_2, \ldots, x_n \). Suppose that an invariant \( I(x_1, x_2, \ldots, x_n) \) is true at any time. The precondition of an operation is given as \( P(x_1, x_2, \ldots, x_n) \) and the results of the operation are given as \( x'_1, x'_2, \ldots, x'_n \).

To show that \( x_1, x_2, \ldots, x_n \) satisfy the invariant for all possible combinations of \( x_1, x_2, \ldots, x_n \), the invariant is sufficient to prove that there is no possible combination that makes \( I(x_1, x_2, \ldots, x_n) \) false. Therefore, when \( I(x_1, x_2, \ldots, x_n) \) is true, \( I(x'_1, x'_2, \ldots, x'_n) \) is always true. That is, when the initial values of \( x_1, x_2, \ldots, x_n \) satisfy the invariant, the result of the operation always satisfies the invariant.

When an operation is given with the postcondition that \( F(x_1, x_2, \ldots, x_n, x'_1, x'_2, \ldots, x'_n) \) is true, it must be shown that for each possible combination that makes \( P(x_1, x_2, \ldots, x_n) \) true, a combination must exist that makes \( F(x_1, x_2, \ldots, x_n, x'_1, x'_2, \ldots, x'_n) \) true. In this case, suppose a combination of functions \( f_1, f_2, \ldots, f_n \) that satisfies \( x'_1 = f_1(x_1, x_2, \ldots, x_n) \), \( x'_2 = f_2(x_1, x_2, \ldots, x_n) \), \( \ldots \), \( x'_n = f_n(x_1, x_2, \ldots, x_n) \). If there is no combination of \( x_1, x_2, \ldots, x_n \) that makes \( F(x_1, x_2, \ldots, x_n, x'_1, x'_2, \ldots, x'_n) \) false, the operation is proved to be applicable.

The following fact should be noted. In the case of B method, operation can be non-deterministic in the abstract machines. In this case, the existence of one possible combination of variables that satisfies the invariant in the range of the result of the operation is sufficient for the feasibility of the operation. However, any combination of variables that satisfies the condition described in the operation but does not hold the invariant can be a solution of SAT because in that case \( I(x_1, x_2, \ldots, x_n) \) is true and \( I(x'_1, x'_2, \ldots, x'_n) \) is false. This makes the verification undecided. To avoid this situation, the result of the operation must hold the invariant. The same is true when operations are written with postconditions.

### 4.3 Actual verification

Yices [11] (Version 1), an SMT solver, was used. Two types of languages are available in Yices. One is based on SMT-LIB, common with many SMT solvers. The other is specific to Yices. In this paper, the latter was adopted because an enumerated type, referred to as “scalar type,” is available. A variable of scalar type is declared as follows:

```
(define-type DIRECTION (scalar up down))
```

Here, a DIRECTION type that takes the value of up or down is declared. Then, by declaring

```
(define dir-o::DIRECTION)
```

a variable dir-o of type DIRECTION can be declared.

Like other SMT solvers, Yices uses Polish notation, in which the operator is placed first, then the operands follow. For example, the proposition \( (A > B) \Rightarrow ((A = C) \land (B = D)) \) is described as follows:

```
(=> (> A B) (and (= A C) (= B D)))
```

Variables are extracted from B specifications. Types and variables to be defined before and after operations are applied. In Yices, the specification is given in a single module while the specification is structured in several modules in B.

After the declaration of variables, invariants are described. In Yices, conditions between variables are referred to as “context,” and given with assert or assertion. For example, declaration

```assert (= dir-o up)```

restricts dir-o to be always up. assert can be used as many times as possible. Therefore, the invariant can be split into several assertions. As part of the verification process a variable, \( t_1 \) was defined that shows the truth of the invariant as follows:

```
(define t1:: bool (and (not (and (= dir-o down) (= dir-o up) ...
```

In this case, \( t_1 \) is equal to the formula following the first and. The variable \( t_2 \) was also defined that shows the truth of the invariant after the operation. Then, the following assertion

```
(assert (and (= t1 true) (= t2 false)))
```

specifies to find a solution that satisfies the precondition but not the postcondition. When a relationship is described between variables before and after an operation is applied, check command starts searching solutions. If there is no solution, “unsat” is displayed. The following command specifies to show an evidence that satisfies all of assertions:

```
(!!set-evidence true)
```

When an evidence is shown, it means a counterexample to violate the invariants.

Twenty-four variables were used in simplified automatic systems, and 66 variables in semi-automatic block systems. For each of the system verifications it takes less than one second for each operation. It takes a few seconds to check all 40 of operations. When there are some mistakes, a counterexample will be found or the search will be timed out. In this case, the description should be modified and tried again. The next verification will also be finished in a few seconds.

At first the number of blocks was specified as arbitrary for automatic block systems. In this case, quantifiers were used. Then, the search was not finished in one hour. Following this, the number of blocks was simplified to three and the quantifiers were removed. The search was finished in a few seconds. The number of variables used in the specification is 60 while it is 36 before the modification. This result shows that the difficulty of the verification is not dependent on the number of variables, but on the type of proposition. It is considered that the time is not increased even if the number of blocks is increased. However, it takes a long time to describe the specification.

### 5. Comparison between SMT solvers and B-methods

During the theorem proving with B, tens of thousands of proof obligations are generated, which require several weeks to be solved. In contrast, verification with SMT solvers is complete in just a few seconds. If there are some mistakes, re-verification is required. The time required for re-verification using an SMT solver is considerably less than the time required for the B-method. This means
that SMT solvers are effective as far as verification is concerned. Current SAT solvers are supposed to handle millions of variables. When interlocking systems with hundreds of routes are considered, the number of variables is considered to be from thousands to tens of thousands, which is within the range of SAT solvers.

Model checking is used as a method for verifying interlocking systems [5]. However, model checking is associated with state explosion problems when there are many variables. For example, when the on and off states are considered for each route, there are about a thousand states for ten routes, and a million states for twenty routes. On the other hand, it may be possible to check some properties with SAT/SMT solvers, but further investigation is required.

It is noticed that SAT/SMT solvers essentially only decide SAT. When the proposition is given incorrectly, an incorrect conclusion will be drawn. Therefore, automatic translation from specifications to input to SAT/SMT solvers is required in order to apply SAT/SMT solvers to actual equipment.

As the verification of automatic block systems shows, SMT solvers can handle quantifiers, but they offer a reduced level of performance. SAT/SMT solvers have good points and bad points. As for automatic block systems and interlocking systems, which are originally constructed with relays, SAT/SMT solvers seem to be effective. However, more consideration is required for calculation of the brake pattern and the track database in which numbers and sets are used. In this case B is more effective.

B is also effective for yielding verified code. A method must be selected taking the characteristics into account.

6. Conclusions

Theorem proving was carried out using B-method, and automatic verification of automatic block systems for single lines was performed via SMT solver. With B-method, numbers and sets can be used as components of specifications, and verified codes are available, while it takes a long time to finish verification especially when many variables are used. On the other hand, SMT solvers can handle many variables, while natural numbers can be handled well. It would be beneficial to apply both methods to various other systems, and also to examine the application of various other methods.
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