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Abstract—In this paper, the geodesic distance is applied to relational clustering methods. First, it is shown that conventional methods are based on respective three types of relational clustering algorithms among nine ones, and the six rests of the nine ones with the geodesic distance are proposed. Second, geodesic dissimilarity is proposed by assigning the power of the Euclidean distance to the weight of the neighborhood graph of data. Numerical examples show that the proposed geodesic-dissimilarity-based relational clustering algorithms successfully cluster the data that conventional squared-Euclidean-distance-based ones cannot.

I. INTRODUCTION

Fuzzy $c$-means (FCM) [1] is a well-known fuzzy clustering method that is derived from hard $c$-means (HCM), also called as $k$-means. Among the many FCM variants proposed thus far, one is the FCM algorithm based on the concept of regularization by entropy [2]. This algorithm is called entropy regularized FCM (eFCM) and is discussed not only because of its usefulness but also because of its mathematical relationships with other techniques. We call the FCM proposed in [1] standard FCM (sFCM) in order to distinguish it from eFCM.

For HCM, sFCM, and eFCM, similar clustering models for relational data can be developed. It should be noted that neither object data nor cluster centers are available in relational clustering. Hence, the distance between data points and cluster centers that appear in HCM, sFCM, and eFCM cannot explicitly be computed. There are two methods to overcome this problem: one is to restrict the solution space and the other is to implicitly compute the object data and cluster centers. The former method is called hard $c$-medoids (HCmdd), standard fuzzy $c$-medoids (sFCmdd) [3], or entropy regularized fuzzy $c$-medoids (eFCmdd), respectively, based on HCM, sFCM, or eFCM. The latter is called relational HCM (RHCm), standard relational FCM (sRFCm) [4], or entropy regularized relational FCM (eRFCm) [5], respectively. The kernelization of HCM, sFCM, and eFCM, called kernel HCM (K-HCM) [6], kernel sFCM (K-sFCM), and kernel eFCM (K-eFCM) [7], can be also applied to relational data if a dissimilarity-based kernel, for example, a Gaussian kernel, is used.

The correct identification of clusters depends on the definition of dissimilarity. The choice of the dissimilarity measure determines the cluster shape, and therefore, it determines the success of a clustering algorithm on the specific application domain. As one such choice, the geodesic distance has been applied to sFCmdd [8], K-eFCM [9], and RHcm [10]. One of our two objectives is to apply the geodesic distance to other six types of relational clustering methods such as HCMdd, eFCMdd, K-HCM, K-sFCM, sRFCm, and eRFCm.

The geodesic distance is computed as the total weight of the shortest weighted path on the neighborhood graph of a data set, where we have the degree of freedom, that is, the number or maximal distance of a neighborhood, and the weight of the edge. While the Euclidean distance is usually assigned as the weight of the edge as in [8] and [9], a density scaling is used in [10]. In this paper, we consider another weight, the power of Euclidean distance, typically the squared-Euclidean distance. The considered measure is no longer the geodesic distance but geodesic dissimilarity because it does not satisfy the triangular inequality. The other of our two objectives is to apply this geodesic dissimilarity to nine types of relational clustering methods such as HCMdd, sFCmdd, eFCMdd, K-HCM, K-sFCM, K-eFCM, RHcm, sRFCm, and eRFCm.

The remainder of this paper is organized as follows. In the second section, we define some notations, and introduce some relational clustering algorithms and the concept of geodesic distance; these are used in our proposed methods. In the third section, we propose applying the geodesic distance to six types of relational clustering methods, and also propose new geodesic dissimilarity that can be applied to nine types of relational clustering algorithms. In the fourth section, we present some numerical examples. In the last section, we conclude this paper.

II. PRELIMINARIES

A. Fuzzy Clustering

In this subsection, we introduce nine conventional methods of relational clustering; these are used in our proposed methods that is described in the next section. The introduced methods are classified according to the three original clustering algorithms — HCM, sFCM, or eFCM — or according to how the relational data is used — by using medoids, by transforming the optimization problem, or by using dissimilarity-based kernel function.
For a given data set \( x = \{ x_i \mid i \in \{1, \ldots, N\} \} \), HCMdd, sFCMdd, eFCMdd, RHCM, sRFCM, and eRFCM assume that the dissimilarity data matrix \( R \in \mathbb{R}^{N \times N} \) is given, and K-HCM, K-sFCM, and K-eFCM assume that the kernel matrix \( K \in \mathbb{R}^{N \times N} \) is given. The membership by which \( x_i \) belongs to the \( j \)-th cluster is denoted by \( u_{i,j} \) (\( i \in \{1, \ldots, N\}, j \in \{1, \ldots, C\} \) and the set of \( u_{i,j} \) is denoted by \( u \in \mathbb{R}^{N \times C} \); this is called the partition matrix.

Hard \( c \)-means (HCM) is the algorithm obtained by solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad J_{\text{HCM}}(u, v) \\
\text{subject to} & \quad \sum_{j=1}^{C} u_{i,j} = 1, \\
\end{align*}
\]

where

\[
J_{\text{HCM}}(u, v) = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{i,j} d_{i,j}
\]

subject to Eq. (2) and (4).

Hard \( c \)-medoids (HCMdd) is the algorithm obtained by solving the optimization problem (1) subject to Eq. (2), (4), and (7).

Kernel hard \( c \)-means (K-HCM) is the algorithm obtained by solving optimization problem (1) subject to Eq. (2) and (8).

Kernel standard fuzzy \( c \)-means (K-sFCM) is the algorithm obtained by solving optimization problem (5) subject to Eq. (2) and (8).

Kernel entropy regularized fuzzy \( c \)-means (K-eFCM) is the algorithm obtained by solving optimization problem (6) subject to Eq. (2) and (8).

Relational hard \( c \)-means (RHCM) is the algorithm obtained by solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad J_{\text{RHCM}}(u), \\
\text{subject to} & \quad \sum_{i=1}^{N} u_{i,j} e_{i} = 1, \quad j = 1, \ldots, C, \\
\end{align*}
\]

subject to Eq. (2), and \( r_{i,k} \) is given. Standard relational fuzzy \( c \)-means (sRFCM) is the algorithm obtained by solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad J_{\text{RHCM}}(u) + \lambda^{-1} \sum_{i=1}^{N} \sum_{j=1}^{C} u_{i,j} \log(u_{i,j}) \\
\text{subject to} & \quad \sum_{i=1}^{N} u_{i,j} e_{i} = 1, \quad j = 1, \ldots, C, \\
\end{align*}
\]

for RHCM, eRFCM, K-HCM, and K-eFCM; and

subject to Eq. (2), and \( r_{i,k} \) is given. Entropy regularized relational fuzzy \( c \)-means (eRFCM) is the algorithm obtained by solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad J_{\text{RHCM}}(u) + \lambda^{-1} \sum_{i=1}^{N} \sum_{j=1}^{C} u_{i,j} \log(u_{i,j}) \\
\text{subject to} & \quad \sum_{i=1}^{N} u_{i,j} e_{i} = 1, \quad j = 1, \ldots, C, \\
\end{align*}
\]

for sRFCM and K-sFCM.
STEP 3. Calculate the membership
\[ u_{i,j} = \begin{cases} 
1 & \text{if } j = \arg \min_k \{d_{i,k}\}, \\
0 & \text{otherwise}
\end{cases} \]
for HCMdd:
\[ u_{i,j} = \frac{1}{\sum_{k=1}^{C} (d_{i,j} / d_{i,k})^{\frac{1}{m-1}}} \]
for sFCMdd:
\[ u_{i,j} = \frac{\exp(-\lambda d_{i,j})}{\sum_{k=1}^{C} \exp(-\lambda d_{i,k})} \]
for eFCMdd:
\[ u_{i,j} = \frac{1}{\sum_{k=1}^{C} \left( \frac{(e_i - W_j)^T K(e_i - W_j)}{(e_i - W_k)^T K(e_i - W_k)} \right)^{1/(m-1)}} \]
for K-sFCM:
\[ u_{i,j} = \frac{\exp(-\lambda (W_j - W_k)^T K(e_i - W_j))}{\sum_{k=1}^{C} \exp(-\lambda (W_j - W_k)^T K(e_i - W_k))} \]
for sRFCM:
\[ u_{i,j} = \frac{\exp(-\lambda (W_j - W_k)^T K(e_i - W_j))}{\sum_{k=1}^{C} \exp(-\lambda (W_j - W_k)^T K(e_i - W_k))} \]
for K-eFCM:
\[ u_{i,j} = \frac{\exp(-\lambda (W_j - W_k)^T K(e_i - W_j))}{\sum_{k=1}^{C} \exp(-\lambda (W_j - W_k)^T K(e_i - W_k))} \]
for eRFCM. Step 4. If \((u,v)\) is convergent, terminate this algorithm. Otherwise, return to Step 2.

**B. Geodesic Distance**

In this subsection, the two types of geodesic distance, \(k\)-geodesic distance and \(\varepsilon\)-geodesic distance, are introduced.

The \(\varepsilon\)-neighborhood of a point \(x \in X\) is defined as
\[ N_\varepsilon(x) = \{z \in X \mid \|x - z\|_2 \leq \varepsilon\}. \] (24)
The \(k\)-neighborhood of a point \(x \in X\) is the set of \(k\) closest points to \(x\) in the \(\ell_2\) norm sense: \(N_k(x) \subset X\) such that
\[ |N_k(x)| = k, \]
\[ \max_{z \in N_k(x)} \|x - z\|_2 \leq \min_{z \in X \setminus N_k(x)} \|x - z\|_2. \] (26)
The \(k\)-neighborhood graph of \(X\) is an undirected graph whose the vertices are \(X\) and whose the edges \((x_i, x_j)\) exist if
\[ x_i \in N_k(x_j). \] (27)

or
\[ x_i \in N_\varepsilon(x_i). \] (28)
The \(\varepsilon\)-neighborhood graph of \(X\) is an undirected graph whose the vertices are \(X\) and whose the edges \((x_i, x_j)\) exist if
\[ x_i \in N_\varepsilon(x_i). \] (29)
or
\[ x_i \in N_\varepsilon(x_i). \] (30)

Assume a symmetric matrix \(D \in \mathbb{R}^{N \times N}\) of non-negative weights on the edges of \(G_k\). The \(k\)-geodesic distance from any point \(x\) to any point \(\tilde{x}\) is defined as the total weight of the shortest weighted path from \(x\) to \(\tilde{x}\) on \(G_k\), which is denoted by \(\delta_{G_k, D}(x, \tilde{x})\). The \(\varepsilon\)-geodesic distance from any point \(x\) to any point \(\tilde{x}\) is defined as the total weight of the shortest weighted path from \(x\) to \(\tilde{x}\) on \(G_\varepsilon\), which is denoted by \(\delta_{G_\varepsilon, D}(x, \tilde{x})\).

**III. PROPOSED METHOD**

One of our two objectives in this paper is to show that conventional geodesic-distance-based clustering methods are based on respective three types of relational clustering algorithms among nine ones, and to propose the six rests of the nine ones with the geodesic distance. The other is to propose a new dissimilarity based on the geodesic distance, and to apply conventional relational clustering methods, as described in the second section.

**A. Six types of Geodesic-Distance-based Clustering**

The geodesic distance has been applied to some relational clustering algorithms [8]–[10]. sFCMdd in [8], K-eFCM in [9], and RHCM in [10] were used with the geodesic distance. The survey of relational clustering methods with the geodesic distance is summarized in Table I. The symbol “-” in this table indicates that we could not find relevant literatures. Therefore, we propose these methods by applying the geodesic distance, that is, HCMdd, eFCMdd, K-HCM, K-sFCM, sRFCM, and eRFCM (Algorithm 1).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Relational</th>
<th>Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCM</td>
<td>-</td>
<td>[10]</td>
</tr>
<tr>
<td>sFCM</td>
<td>[8]</td>
<td>-</td>
</tr>
<tr>
<td>eFCM</td>
<td>-</td>
<td>[9]</td>
</tr>
</tbody>
</table>

**B. New Dissimilarity based on Geodesic Distance**

The geodesic distance is computed as the total weight of the shortest weighted path on the neighborhood graph of a data set, where we have the degree of freedom, that is, the number or the maximal distance of the neighborhood, and the weight of the edge. While the Euclidean distance is usually assigned as the weight of the edge in [8] and [9] as
\[ D_{i,j} = \|x_i - x_j \|_2, \] (31)
a density scaling is used in [10].
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In this paper, we propose another weight, the power of Euclidean distance:

\[ D_{i,j}^{(q)} = \|x_i - x_j\|_2^q \]  

with a parameter \( q \). If \( q = 2 \), the weight is the squared-Euclidean distance

\[ D_{i,j}^{(2)} = \|x_i - x_j\|_2^2. \]  

The proposed measure is no longer the geodesic distance but geodesic dissimilarity because it does not satisfy the triangular inequality. The proposed geodesic dissimilarity \( \delta_{G_{\infty},D} \) has the following properties. \( \delta_{G_{\infty},D^{(q)}}(x_i,x_i) \) is less than the squared-Euclidean distance between them if there exists at least one point on the sphere with center \( (x_i + x_j)/2 \) and radius \( \|x_i - x_j\|/2 \), as shown in Fig. 1. This sphere, the border where \( \delta_{G_{\infty},D^{(q)}}(x_i,x_i) \) is less than \( \delta_{G_{\infty},D}(x_i,x_i) \), is inflated in the direction orthogonal to the segment \( x_i-x_j \) with \( q > 2 \), deflated with \( q < 2 \), and degenerate with \( q \leq 1 \). We propose this geodesic dissimilarity for use in clustering algorithms (Algorithm 1).

\[ s \text{ points} \]

\[ x_i \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad x_j \]

In this section, we show some examples of clustering using our proposed methods. The fuzzifier parameters are fixed as \( m = 2 \) in sFCM-based methods and \( \lambda = 1/2 \) in sFCM-based methods. As a kernel function, a Gaussian kernel is selected with the kernel parameter \( \sigma^2 = 0.002 \). In each example, 100 trials for the proposed algorithm with randomly different initializations are tested and the solution with the minimal objective function value is selected as the final result. We consider clustering the data shown in Fig. 4 into two moon-shaped clusters. This data set is constructed using 300 elements in the two-dimensional Euclidean space.

First, we see that all algorithms (Algorithm 1) with the squared-Euclidean distance as the dissimilarity fail to cluster correctly; the result of sRFCM-based methods is shown in Fig. 5, where the plus symbol indicates one cluster and the cross symbol indicates the other. This figure indicates that the each inside edges of the moons are mis-clustered with each other.

Next, we use the proposed geodesic dissimilarity with \( q = 2 \) instead of the squared-Euclidean distance in Algorithm 1 and we obtain the desired clustering results, as shown in...
Fig. 4. Data

Fig. 5. Mis-clustering result by Algorithm 1 with the squared-Euclidean distance

Fig. 6. Successful clustering Result

V. CONCLUSION

In this paper, we considered applying the geodesic distance to clustering methods. First, we showed that conventional methods were based on respective three types of relational clustering algorithms among nine ones, and we proposed the six rests of the nine ones with the geodesic distance. Second, we proposed the geodesic dissimilarity by assigning the power of the Euclidean distance to the weight of the neighborhood graph of data. Through numerical examples, we found that the proposed geodesic-dissimilarity-based relational clustering algorithms achieve successful clustering results for the data for which the conventional squared-Euclidean-distance-based algorithms fail. In future works,

1) we intend to investigate the property of the parameter in the proposed geodesic dissimilarity, and
2) test the differences between clustering features based on the differences among relational clustering algorithms.
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