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Abstract

We produced a preliminary high-resolution probable hourly precipitation (mm h−1) and probable Soil Water Index (SWI) for a 50-yr recurrence interval over the Japanese archipelago from 5-km grid-cell Radar/Raingauge-Analyzed Precipitation (R/A) with a 26-yr time series (1988−2013). To date, the selection and applicability of a probability density function such as the Gumbel distribution (GUM) or the generalized extreme value distribution (GEV) has been investigated mainly from a statistical perspective, whereas this study examines them from the viewpoint of disaster prevention. Results show detailed spatial patterns of the probable hourly precipitation and SWI in Japan with ranges of 17.0−158.0 (±1.1−51.1) mm h−1 and 82.1638.6 (±3.7−93.0), respectively, by spatial resolution of 5-km grid-cell. The probable hourly precipitation by GUM is less than that of GEV with a shape parameter of less than 0.0. Our results demonstrate that R/A-based probable hourly precipitation and SWI by GUM, which has robust estimation, is appropriate for landslide hazard assessment. There results revealed the potential and limitation of estimating the probable precipitation from the R/A dataset. Further study should verify the R/A dataset and the probable precipitations with accumulation of R/A.

(Citation: Saito, H., and H. Matsuyama, 2015: Probable hourly precipitation and Soil Water Index for 50-yr recurrence interval over the Japanese archipelago. SOLA, 11, 118−122, doi:10.2151/sola.2015-028.)

1. Introduction

Radar/Raingauge-Analyzed Precipitation (R/A) has been operated by the Japan Meteorological Agency (JMA) since April 1988 for elucidating nationwide precipitation distribution and for preventing rainfall-related disasters across Japan (e.g., Shimpo 2001a). Actually, R/A is well-known as a high-resolution grid precipitation product based on radar observations calibrated using dense raingauge observations such as the Automated Meteorological Data Acquisition System (AMeDAS). This unprecedented detailed precipitation dataset, which has been accumulated for more than 25 yr, enables statistical discussion of quasi-climatic rainfall conditions over the Japanese archipelago.

During the warm season, heavy rainfalls occur every year, causing hazardous landslides and floods. The Japanese Government has therefore operated a nationwide early warning system for landslide disasters since 2005, based on hourly precipitation (mm h−1), and a Soil Water Index (SWI, see Supplement 1) derived from R/A (Okada et al. 2001; Osanai et al. 2010). Recently, the importance of probable precipitations for landslide hazard assessment has been recognized (e.g. Kobayashi 2006). For example, a nationwide landslide inventory shows that the recurrence interval of heavy rainfall associated with a large landslide is more than 40-yr in Japan (Saito et al. 2014). Since 2013, JMA has operated Emergency Warnings for heavy rainfall based on rainfall indices and SWI for a 50-yr recurrence interval (JMA 2013; Saito et al. 2013). However, few studies have discussed the 50-yr recurrence intervals of the landslide-related rainfall indices derived from the R/A dataset. Validating the probable hourly precipitation and SWI for a 50-yr recurrence interval along with these uncertainties is therefore important for landslide hazard assessment.

Previous studies also analyzed probable precipitations over the Japanese archipelago based on raingauge datasets (e.g., Ninomiya 1977; Matsumoto 1989; Toyama and Mizuno 2002; Kobayashi 2006; Miyajima and Fujibe 2011). Although these raingauge datasets include long-term records, their spatial resolution is insufficient to assess landslide hazards, especially in mountainous areas.

We address these problems using a high-resolution nationwide 26-yr (1988−2013) R/A dataset. Although weather radar data generally have limited homogeneity caused by continual improvements to the data processing algorithms (Durrans et al. 2002), their marked advantage is their higher spatial resolution (e.g., Overeem et al. 2009). Our objective is to produce a preliminary probable hourly precipitation and probable SWI for a 50-yr recurrence interval from the 5-km grid-cell R/A dataset over the Japanese archipelago. To date, the selection of a probability density function (PDF) along with the characteristics of their parameters has been investigated in Japan from a statistical perspective, such as fitness, bias, and uncertainty of a Gumbel distribution (GUM) and/or a generalized extreme value distribution (GEV) (Fujibe 2014; Kuzuha 2015). This study, in turn, discusses these PDFs and probable precipitation from R/A to application of landslide disaster prevention, which shall certainly contribute to new aspects of the study of probable precipitation.

2. Data and methods

We analyzed hourly R/A datasets from April 1988 through December 2013. The spatial resolution of R/A was changed from 5-km to 2.5-km in April 2001, and from 2.5-km to 1-km in January 2006 along with changes in data processing algorithms. We therefore verified the homogeneity of the 26-yr time series following three steps.

First, we re-arranged the R/A after April 2001 to spatial resolution of ca. 5-km (longitudinal 0.0625° × latitudinal 0.05°) following Nagata and Tsujimura (2006) and Urita et al. (2011). The modified 5-km R/A dataset after 2001 had the same spatial resolution and the same location as that before April 2001. This 5-km R/A dataset, which is regarded as continuous (Nagata and Tsujimura 2006; Urita et al. 2011), is used to calculate SWI by JMA (Osanai et al. 2010). We also calculated SWI from the hourly 5-km R/A dataset applying the same method of JMA.

Secondly, we selected 19,806 grid points that have record period ≥ 23 yr around the Japanese archipelago (Figs. 1a, d). Among these, 18,289 grid points (92.3% of the study area) have a record period of 26-yr (Fig. 1d). Spatial averages of annual precipitations obtained from R/A (Fig. 1a) and from the climate mesh data (1981−2010) of JMA (Fig. 1b) were, respectively, 2,046.1 mm yr−1 and 1,751.0 mm yr−1. Although R/A overestimates long-term precipitation (Fig. 1c), its short-term (hourly precipitation) quality is high because R/A is designed for disaster-prevention activities (Shimpo 2001b; Kamiguchi et al. 2010). For example, R/A overestimated accumulated precipitation by
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This study further confirmed the homogeneity of the 26-yr time series of the maximum hourly precipitation and the maximum SWI. We calculated the maximum hourly precipitation and maximum SWI of each calendar year for each grid point of 1988−2013. Most of the maximum hourly precipitation occurred during the warm season. Therefore, the hydrological year is set as the calendar year. Missing data were replaced with 0.0 mm during 1995–2004 (Wakazuki et al. 2007).

Thirdly, we adopted the homogeneity test of Wijngaard et al. (2003) for the 26-yr time series of the R/A dataset. Urita et al. (2011) confirmed the homogeneity of the time series based on the daily maximum precipitation. The time series of the daily maximum precipitation from the 5-km R/A dataset shows the same trend of the interannual variation from that of AMeDAS.

This study further confirmed the homogeneity of the 26-yr time series of the maximum hourly precipitation and the maximum SWI (Fig. 2). We calculated the maximum hourly precipitation and maximum SWI of each calendar year for each grid point of 1988–2013. Most of the maximum hourly precipitation occurred during the warm season. Therefore, the hydrological year is set as the calendar year. Missing data were replaced with 0.0 mm
h⁻¹ in the calculation. The homogeneity test comprises four tests using statistics related to (1) standardized data, (2) summation of anomaly data, (3) summation of ranks, and (4) the relation between interannual variability and variance of the data. The null hypothesis is that the time series is not non-homogeneous. Figure 2 shows that 17,602 grid points (88.9% of the study area) for hourly precipitation, and 16,645 grid points (84.0% of the study area) for SWI have rejections of fewer than three at the 5% level, which demonstrates the significant homogeneity of these time series (Wijngaard et al., 2003). Although 19,806 grid points were analyzed in this study, we discuss the statistics calculated using homogeneous grid points alone (n = 17,602 for hourly precipitation and n = 16,645 for SWI).

Using the obtained 26-yr (1988–2013) time series of maximum hourly precipitation and maximum SWI at each grid point, we calculated the probable hourly precipitation and SWI of the 50-yr recurrence interval. In general, a recurrence interval of a maximum value during the record period is approximately twice the period based on a Cunnane plot (Kobayashi 2006). This indicates twice the recorded period is acceptable for the recurrence interval. We also adopted L-moments to calculate the summary statistics for probability distributions (Hosking 1990). Recently, the use of L-moments has become more popular than other methods to estimate distribution parameters from the pooled annual maximum and to calculate the probable precipitation because of the robust estimate for a given amount of data (e.g., Overeem et al. 2009; Fujibe 2014).

As a PDF, only GUM (extreme-value type I with two parameters) and GEV (with three parameters) were selected based on fitness analysis for selecting PDFs in Japan (Fujibe 2011, Eq. 1). Regarding GUM, some biases might arise, although its estimation is robust. For GEV and other PDFs with three parameters, the estimation is distributed around the true value at which the estimation varies widely. It is therefore sufficient to treat GEV alone as a representative of PDFs with three parameters (Fujibe 2011). The cumulative distribution functions of GEV and GUM are defined respectively as follows.

\[ F(x) = \exp \left( - \left( \frac{x - \beta}{\alpha} \right)^k \right), \quad (\kappa = 0) \]

\[ F(x) = \exp \left( - \exp \left( \frac{x - \beta}{\alpha} \right) \right), \quad (\kappa = 0) \]

Here, \( \alpha, \beta, \) and \( \kappa \) respectively denote the scale parameter, the location parameter, and the shape parameter, as calculated from L-moments. \( \kappa = 0 \) corresponds to GUM.

The calculation of recurrence intervals longer than the record period introduces uncertainty (e.g., Fujibe 2011). This study adopted the jackknife (leave-one-out) method on the 26-yr time series to assess inherent uncertainties and robustness of the estimation. We then validated histograms of the estimated values using GUM and GEV, and jackknife standard deviations (\( \Delta P' \)) estimated as follows.

\[ \Delta P' = \sqrt{N - 1} \ast \Delta P \]

Here, \( N \) and \( \Delta P \) respectively represent the record period and the standard deviation of the N jackknife estimations at each grid point. The jackknife standard deviation shows the error of the estimation (Tung and Mays 1981; Takara and Takasao 1988; Fujibe 2011).

3. Results

Figure 3 displays the probable hourly precipitation and SWI of the 50-yr recurrence interval with a 5-km grid-cell. Ranges of the probable hourly precipitations are 17.0−158.0 mm h⁻¹ in GUM, and 16.8−186.4 mm h⁻¹ in GEV (Figs. 3. 4). The jackknife standard deviation range by GUM is 1.1−51.1 mm h⁻¹ with average of 10.8 mm h⁻¹ (Fig. 4c) which show the uncertainty of estimations. The jackknife standard deviation by GUM is less than that of GEV, which agrees well with results reported by Fujibe (2011).

The probable hourly precipitation exhibits a ten-fold difference in the Japanese archipelago. These spatial patterns depict a latitudinal gradient: smaller values are concentrated in the north-eastern part of Hokkaido, but larger values are concentrated along the Pacific coast of western Japan (Figs. 3a, b). However, these gradients are not monotonic, and the probable hourly precipitation shows detailed spatial patterns.

The spatial averages of the probable hourly precipitation are 68.2 mm h⁻¹ in GUM, and 69.6 mm h⁻¹ in GEV. Estimation by GEV yields slightly larger results than those by GUM (Fig. 4a), which is statistically significant at the 5% level. In terms of PDF, GUM has larger positive skewness than GEV does (Fig. 5a). Therefore, during heavy rainfall events, GUM has larger numbers of grid points than GEV does, which exceed the probable hourly precipitation because of the shape parameter (\( \kappa \)) of GEV (Eq. 1). Figure 5b shows the accumulated frequency distribution of the probable hourly precipitation. The accumulated frequencies of GUM are systematically larger than those of GEV in bins of 40−100 mm h⁻¹. Results of the present analysis show that the shape parameter (\( \kappa \)) of GEV is less than 0.0 at many grid points, thereby producing the characteristics presented in Fig. 5.

The probable SWI of the 50-yr recurrence interval by GUM and GEV (Figs. 3c, d) also depict the detailed spatial patterns, which mimics those of the probable hourly precipitation (Figs. 3a, b). Ranges of the probable SWI are 82.1−638.6 with average of 226.9 in GUM (Fig. 3c), and 68.6−705.0 with average of 221.8 in GEV (Fig. 3d). Regarding the probable SWI, estimations conducted by GUM and GEV yield similar results (Fig. 4b). However, the jackknife standard deviation by GUM is also smaller than that of GEV (Fig. 4d). The range by GEV is 2.4−183.0 with average of 25.7, whereas that by GUM is 3.7−93.0 with average of 19.6.

4. Discussion

4.1 Spatial pattern of the probable hourly precipitation and SWI

Toyama and Mizuno (2002) calculated the probable hourly precipitation from the AMeDAS dataset of 1979–2000 based on a regional frequency analysis that uses data from several groups of sites to estimate the frequency distribution (Hosking and Wallis 1993, Fig. 3e). Although the nationwide spatial pattern of the probable hourly precipitation estimates from AMeDAS (Toyama and Mizuno 2002, Fig. 3e) roughly mimics that from R/A (Figs. 3a, b), the estimates from R/A tend to be larger than those from AMeDAS (Fig. 6). These differences reach several tens of millimeters per hour which might be caused by the difference of dataset, such as overestimations included in the R/A dataset (Kamiguchi et al. 2010). Other candidates are statistical periods, regional frequency analysis, and the uncertainty of estimation in Toyama and Mizuno (2002) and in this study (Fig. 4c).

The advantage of R/A is its higher spatial resolution. The regional patterns of the probable hourly precipitation with 5-km grid-cell are far from monotonic links between probable precipitations from AMeDAS (Fig. 3f). The spatial distribution of AMeDAS is insufficient to assess regional landslide hazards, especially in mountainous areas. For example, Typhoon Talas in 2011 caused heavy rainfall and catastrophic landslides in the Kii Peninsula where AMeDAS locations were only ~20 stations (Fig. 3f). Spatial distributions of these landslides were related to the historical records of heavy rainfall based on the 5-km R/A dataset (Saito and Matsuyama 2012) which demonstrated the importance of the probable precipitation with high spatial resolution. The Pacific coastal areas of western Japan are also characterized by a high density of landslide occurrence attributable to heavy rainfall (Saito et al. 2014). The R/A-based high resolution probable hourly precipitation and SWI enable a landslide hazard assessments in these landslide-prone areas.
4.2 Characteristics of GUM and GEV

The probable hourly precipitation by GUM is less than that of GEV with the shape parameter (κ) < 0.0 (Fig. 5a). The lower probable precipitation is applicable for a safer rainfall threshold of disaster prevention. Another benefit of GUM is that it incorporates only two parameters (location and scale parameters, Eq. 1). Therefore, the analysis of the large-scale distribution of extreme value parameters for precipitation over the Japanese archipelago can be simplified (Fujibe 2014). Moreover, it is better to apply the same PDF to the same meteorological elements such as hourly precipitation (Suzuki 1980). Regarding probable precipitation, Suzuki (1980) also proposed the capture of regional differences and integration times by considering the characteristics of PDF parameters that are selected. The applicability of GUM in this study follows that proposed by Suzuki (1980).

The jackknife standard deviation by GUM is less than that by...
GEV (Figs. 4c, d). These results demonstrate that GUM is more robust than GEV in this study, although the former might have a bias (Fujibe 2011). Estimation by GEV is affected strongly by whether or not an extreme rainfall event is observed during 26 yr in a grid-cell with the shape parameter ($\kappa$, Eq. 1). To discuss the frequency of such extreme rainfall events, 26 yr is an insufficiently long-term observation. Regarding the current R/A dataset, robust estimation by GUM, namely less susceptible estimation to an extreme event, is appropriate for landslide hazard assessment.

4.3 Potential and limitation of R/A-based probable precipitation

Probable precipitation has been estimated in Japan from the AMeDAS dataset, which has the important benefit of data quality and a long record period (e.g., Toyama and Mizuno 2002; Kobayashi 2006). Toyama and Mizuno (2002) adopted regional frequency analysis, which might produce less uncertainty of the estimation than other methods can. Kobayashi (2006) estimated probable precipitation using the AMeDAS dataset applying the jackknife method and standard least-square criterion (SLSC; Takara and Takasao 1988). Probable precipitation with a 1-km grid-cell was then calculated from interpolation of the sparse AMeDAS-based probable precipitations. However, the interpolation of precipitation entails great uncertainty, especially in mountainous areas.

As described above, the salient advantage of the R/A dataset over AMeDAS is its higher spatial resolution for disaster prevention. We refrained from using regional frequency analysis due to the difficulty of defining a group of sites from the gridded R/A dataset. Although the R/A dataset involves some difficulties related to the limitation of the homogeneity, this study preliminarily estimated the probable hourly precipitation and SWI by applying the homogeneity test of Wijngaard et al. (2003). Like any other studies (e.g., Toyama and Mizuno 2002), the estimation might bear inherent large uncertainties and bias due to the analyzed record period and the PDF selection (Fujibe 2011). Our probable hourly precipitation and SWI for a 50-yr recurrence interval from the 26-yr dataset also showed large uncertainty (Fig. 4). These jackknife standard deviations reached 8.5−15.3% of the estimated values on averages. Additional studies are necessary to evaluate the validity of the R/A dataset, to verify the probable precipitation and SWI for other recurrence interval, and to examine regional frequency analysis with accumulations of R/A datasets.
5. Conclusions

We produced a preliminary high-resolution probable hourly precipitation and SWI for a 50-yr recurrence interval over the Japanese archipelago from a 26-yr R/A dataset. This study investigated the basic characteristics of these datasets from the viewpoint of disaster prevention. Our results revealed detailed spatial patterns of the probable hourly precipitation and SWI with 5-km grid-cell, which enables nationwide landslide hazard assessment. The probable hourly precipitation by GUM is less than that of GEV with the shape parameter ($\kappa < 0.0$). Our results demonstrate that robust estimation by GUM is appropriate for landslide hazard assessment from the current R/A dataset. The estimated probable hourly precipitation and SWI also showed a large degree of uncertainty. Future studies should evaluate these characteristics along with validation of the R/A dataset for practical disaster prevention.
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