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We propose an adaptive optics system for a lightweight remote sensing sensor. The phase diversity (PD) technique, in which known wavefronts (Phase Diversity) are applied to the optics and the inherent aberrations are estimated using the acquired images without a priori information, is a key to realizing the system. For the reduction of computing cost and the enhancement of the estimation accuracy of aberration, a spatial light modulator (SLM) is adopted not only for wavefront compensator but also for PD generator. The SLM produces arbitrary “aberration modes” that are each represented by a Zernike polynomial. Therefore, optimal phase diversities are applied to the optical system and particular modes are effectively obtained, which makes it possible to overcome the conventional PD generated by defocusing that describes only quadratic form and lacks information of a particular mode. In order to solve the complex inverse problem of phase diversity with low computing cost, a general regression neural network (GRNN) is used. Moreover, principal component analysis compresses the input data for GRNN by extracting information from collected images in Fourier space, and reduces computation cost considerably. The performance is validated by numerical simulation, and the result of experiment using SLM is described.
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Nomenclature

\(a_j\): aberration parameter
\(A\): binary pupil function
\(b_j\): phase diversity parameter
\(i\): image
\(M\): merit function
\(n\): noise
\(o\): object
\(p\): feature vector
\(P\): generalized pupil function
\(s\): point spread function
\((u, v)\): spatial frequency coordinates
\((x, y)\): focal plane coordinates
\(Z_j\): Zernike polynomials
\(\theta\): phase diversity
\(\phi\): wavefront aberration function
\((\zeta, \eta)\): pupil plane coordinates

Subscripts

\(0\): in-focus value
\(k\): \(k\)th phase diversity value
\(i\): image plane
\(o\): object plane
\(p\): pupil plane

1. Introduction

Since satellite remote sensing has the advantages of wide area and periodic observation compared with airplane and ground observation, high resolution in both spatial and spectral regions is required. Accordingly, an optical system with large aperture and precise alignment must be prepared. Furthermore, satellite sensors are subjected to severe environments such as launch vibration and thermal stress in an extremely wide temperature range in orbit. These situations result in optical performance degradation due to the misalignment of optical elements. Traditional sensors use a rigid supporting structure to avoid the degradation of optical performance. However, it makes the sensors heavy and leads to high launch cost. Moreover thermal deformation could not be completely eliminated by the rigid structure. To realize high performance and a lightweight structure at the same time, on-orbit self-compensation of remote sensing optical sensors is necessary.

For ground telescopes, the adaptive optics system (AOS) has been used for wavefront compensation in astronomy. The AOS measures atmospheric turbulence and compensates it using a wavefront sensor, e.g., a Shack-Hartmann wavefront sensor, which needs a priori information that the observed target is the point source. For satellite remote sensing, a priori information is not available, and calibration of a wavefront sensor is difficult in orbit.

The phase diversity (PD) method is a technique for estimating wavefront aberration on the basis of observed images instead of using wavefront sensors. Consequently, calibration problems related to wavefront sensors are solved. In the phase diversity method, known phase aberration is applied to the optical system and images are acquired; then wavefront aberration is estimated using the acquired images. In this method, the way of applying known aberration to the system is one of the essential issues. In the traditional approach, the only way to generate phase diversity is to defocus the detector.

Recently, a spatial light modulator (SLM) that can control wavefront by changing the optical path difference in
two-dimensional pixel structures was developed\(^4\). By means of SLM, it is possible to generate an arbitrary wavefront shape and an arbitrary number of phase diversity. Accordingly, the coverage of aberration to be estimated is extended and the accuracy of estimated wavefront aberration is improved.

However, PD method requires complicated image processing to estimate aberration from observed images compared with traditional wavefront sensors. For onboard estimation of wavefront aberration in a poor resource such as a small satellite, computation cost may be the restriction in realizing the self-compensating system. In this study, a neural network is used to solve the complicated inverse problem. Furthermore, principal component analysis (PCA) is used for the preprocessing of the neural network to compress the information.

In this paper, we describe a self-compensating optical system in which wavefront aberration is estimated using the observed images and compensated using the SLM. A numerical simulation and experiment results are described.

2. Mathematical Model

2.1. Formulation of optical systems using phase diversity method

The estimation problem of wavefront aberration is formulated as a well-posed inverse problem by the phase diversity method\(^1\). Phase diversity is defined as a known wavefront aberration that is intentionally applied to the optical system as a priori information, and the images obtained with phase diversities are defined as diversity images.

The performance of optical systems is formulated on the basis of the scalar diffraction theorem. The \(k\)th observed image \(i_k(x,y)\), which is obtained with \(k\)th phase diversity \(\delta_k(x,y)\), is expressed as a convolution of the \(k\)th point spread function (PSF) \(s_k(x,y)\) and an observed object \(o(x,y)\) in the focal plane under anaplanic and quasi-monochromatic conditions\(^5\):

\[
i_k(x,y) = s_k(x,y) \ast o(x,y) + n_k(x,y).
\]

(1)

\(s_k(x,y)\) is expressed by the Fourier transform of the \(k\)th generalized pupil function \(P_k(\xi,\eta)\) in the case of noise \(n_k(x,y)\) being negligible,

\[
s_k(x,y) = \int P_k(\xi,\eta) \exp(-j2\pi(\xi x + \eta y)) d\xi d\eta.
\]

(2)

The generalized pupil function is expressed using binary pupil function \(A(\xi,\eta)\) that is unity within the aperture and zero otherwise, and wavefront function that consists of a wavefront aberration and the \(k\)th phase diversity,

\[
P_k(\xi,\eta) = A(\xi,\eta) \exp(j\phi(\xi,\eta) + \theta_k(\xi,\eta)).
\]

(3)

The wavefront aberration is defined as the wavefront deflection between an ideal spherical wavefront and the actual wavefront. \(\phi(\xi,\eta)\) and \(\theta_k(\xi,\eta)\) are expanded on a finite set of Zernike polynomials \(Z(\xi,\eta)\)\(^8\),

\[
\phi(\xi,\eta) = \sum_{j=0}^{\infty} a_j Z_j(\xi,\eta),
\]

(4)

\[
\theta_k(\xi,\eta) = \sum_{j=0}^{\infty} b_j Z_j(\xi,\eta),
\]

(5)

where each \(Z_j(\xi,\eta)\) is independent of others in the circular aperture. In this work, wavefront aberration represented by \(Z_j(\xi,\eta)\) is defined as the “aberration mode”. Low-dimensional Zernike polynomials correspond to Seidel aberrations; the 4th, 5th, and 8th aberration modes correspond to astigmatism, defocus, and coma, respectively, in the standard Zernike polynomials order\(^8\). An aberration vector \(a\) and \(k\)th phase diversity vector \(b_k\) are defined by,

\[
a = (a_1, a_2, \ldots, a_j)^T,
\]

(6)

\[
b_k = (b_k^{(1)}, b_k^{(2)}, \ldots, b_k^{(4)})^T.
\]

(7)

The goal of the wavefront estimation is finding \(a\) using \(b_k\) under the condition of an unknown observed object.

2.2. Definition of unique function of aberration parameters

In the traditional phase diversity method, aberration vectors are estimated by optimizing a cost function based on the least square approach\(^1\), which requires iterative calculation until the cost function is minimized.

An alternate merit function \(M_k(u,v)\) is defined in Fourier space using diversity images\(^2\),

\[
M_k(u,v) = \frac{\mathcal{F}[I_k(u,v)I_k^*(u,v) - I_k^*(u,v)I_k^*(u,v)]}{\mathcal{F}[I_k(u,v)I_k^*(u,v) + I_k^*(u,v)I_k^*(u,v)]}
\]

(8)

\[
= \frac{S_k(\xi,\eta)S_k^*(\xi,\eta) - S_k^*(\xi,\eta)S_k(\xi,\eta)}{S_k(\xi,\eta)S_k^*(\xi,\eta) + S_k^*(\xi,\eta)S_k(\xi,\eta)}
\]

where \(I\) and \(S\) are the Fourier transforms of \(i\) and \(s\), respectively, and * denotes a complex conjugate. The Fourier transform of object \(O(u,v)\) is canceled out from the numerator and denominator, so \(M_k(u,v)\) depends not on observed objects but on aberration parameters only. \(M_k(u,v)\) is unique for an aberration parameter, therefore, aberration vectors are estimated by learning the relationship between \(M_k(u,v)\) and aberration vectors.

3. Estimation of aberration parameters from observed images

The data processing flow to estimate aberration parameters using machine learning is shown in Fig. 1. The procedure consists of the training phase and the operation phase.

![Fig. 1. Data processing flow in (a) training phase and (b) operation phase.](attachment:image.png)
In the training phase, aberration vectors \( \{a^{(n)}\} (n=1,2,...,N) \) are prepared, and not only phase diversity \( \{b_i\} \) but also \( \{a^{(n)}\} \) are artificially applied to the optical system using SLM for supervised training. Phase diversities should be selected to prevent degradation of the estimation accuracy of a particular aberration mode, which is described in section 3.1. For applied aberration vector \( a^{(n)} \) and phase diversity vector \( b_i \), diversity image \( i(x,y) \) is acquired, then \( M_i(u,v) \) is calculated for each phase diversity vector.

The pixels on \( M_i(u,v) \) do not equally have information about wavefront aberration. Accordingly, it is not efficient to use all pixels to represent the relationship with aberration vectors. A pixel value on \( M_i(u,v) \) that includes information about aberration is defined as a feature vector \( p_a \), which is used to represent the relationship.

The learning system is trained to represent the relationship between \( a^{(n)} \) and \( \{p_a\} \) instead of the \( \{M_i(u,v)\} \) in order to reduce computation cost. PCA is used for extracting \( \{p_a\} \), which is described in section 3.2. For the architecture of the learning system, the generalized regression neural network (GRNN), of which the response function of neurons consists of a radial basis function, is used for the estimation of aberration parameters (1). By means of GRNN, \( a \) is represented as a function of \( \{p_a\} \).

In the operation phase, the unknown wavefront aberration \( a \) existing in optics is estimated. Here, the same phase diversity vectors as were applied in the training phase are used and \( p_a \) is calculated by the same procedure as that in the training phase.

The estimated aberration parameter \( \hat{a} \) is calculated using GRNN, the neuron weights of which were determined in the training phase.

3.1. Phase diversity selection using spatial light modulator

Each aberration parameter generates unique distribution patterns on \( M_i(u,v) \). This characteristic is used to estimate aberration parameters using observed images. When the change in \( M_i(u,v) \) owing to the change of the \( i \)-th aberration parameter is significantly smaller than that of the \( j \)-th aberration parameter, where \( i \neq j \), the estimation accuracy of \( a_i \) is degraded compared with that of \( a_j \). Furthermore, when the noise level is not negligible compared with the change of \( M_i(u,v) \) owing to the change of \( a_i \), the estimation accuracy of \( a_i \) becomes worse.

Since \( M_i(u,v) \) is a function of not only \( a \) but also \( b_i \), the estimation accuracy of \( a_i \) is improved by making the response of \( M_i(u,v) \) stronger against \( a_i \) by selecting phase diversity.

Figure 2 shows the strategy for phase diversity selection. First, phase diversity vector \( b_i \) is selected as an initial value and applied. Aberration parameter \( a_i \) is changed by \( \Delta a \) in each time to evaluate the response of \( M_i(u,v)\) against \( a_i \):

\[
a^{(n)} = a^{(n)} + \Delta a, \quad (l=1,2,...,L).
\]

The variance on each pixel is calculated for \( \{M^{(0)}_k(u,v)\} \).

When the maximum variance is larger than a threshold \( V \), the aberration parameter is considered to be estimated. In contrast, when the variance is smaller than the threshold, the aberration parameter is not estimated, so phase diversity is selected to change the response of \( M_i(u,v) \) against the aberration parameter. In this work, the phase diversity vector that has a non zero element of \( b_i \) is added to the phase diversity vectors \( \{b_i\} \). For all aberration modes, the variance of \( M_i(u,v) \) is evaluated and then the phase diversity is added to the phase diversity vectors if it is necessary.

3.2. Principal component analysis for data extraction

Since \( M_i(u,v) \) shows independent distribution against the aberration mode, the aberration vector is estimated by learning the relationship between them using GRNN. To represent the aberration information with a small amount of data, the independent component of \( M_i(u,v) \) is extracted using PCA, then the pixels on \( M_i(u,v) \), that contribute to each independent component are extracted as feature vectors and used to train the GRNN with the aberration vector. In this way, the input data size for GRNN is drastically reduced.

Before conducting PCA, \( M_i(u,v) \) for each phase diversity is collected using all training aberration vectors, as shown in Fig.1. The \( k \)-th PC \( z_{k}^{(i)} \) is calculated as

\[
z_{k}^{(i)} = \sum_{j} w_{k}^{(i)} z_{j}^{(i)},
\]

where \( z_{j}^{(i)} \) denotes the \( j \)-th pixel value in \( M_{i}(u,v) \) and \( w_{k}^{(i)} \) denotes the weight of \( z_{j}^{(i)} \) for the \( k \)-th principal component. By means of PCA, the independent change on \( M_{i}(u,v) \) against the aberration mode is extracted as PC. In this case, the weight \( w_{j}^{(k)} \) represents the contribution of the pixels for the \( k \)-th PC. Accordingly, pixels that have large weights are used to
represent the relationship between aberration vectors and observed images. GRNN is trained using the aberration vector and extracted data as training data.

4. Numerical Simulation

4.1. Numerical model of optical system and wavefront aberration

The specifications of numerical model are shown in Table 1. The telescope is implemented as a refractive optical system using a doublet, as shown in Fig. 3. Optical aberration is induced by defocus and tilt of the lens. The maximum range of the aberration parameter for GRNN training is determined prior to the training phase, as shown in Table 2. These parameters are calculated in the case of ±1.0 mm defocus and ±1.0 deg rotation of lens. The main aberration is distributed in $a_4$, $a_5$, and $a_8$, and other parameters have negligible values. This is because wavefront aberration based on defocus and rotation of the lens is limited to a low spatial frequency. The aberration vector and the phase diversity vector are represented as $a = (a_4, a_5, a_8)^T$ and $b = (b_1, b_2, b_3)^T$, respectively. The following sections describe the selection of phase diversity, the effect of PCA, and the end-to-end performance of the proposed self-compensating system.

Table 1. Preconditions of imaging system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>F number</td>
<td>4</td>
</tr>
<tr>
<td>Focal length</td>
<td>400mm</td>
</tr>
<tr>
<td>Wavelength</td>
<td>550nm</td>
</tr>
<tr>
<td>SNR</td>
<td>30</td>
</tr>
</tbody>
</table>

Fig. 3. Telescope model for numerical simulation.

4.2. Phase diversity selection

Phase diversities are selected by the method described in section 3.1. Initial phase diversity $b_1$ is set to the defocus term represented by $b_1 = (0,0.5,0)^T$. This is the same as that applied in the traditional phase diversity method.

Prior to training the GRNN, aberration parameters of $a_4$, $a_5$, and $a_8$, as supervised training data, are varied independently to evaluate the changes on $M_i(u,v)$. As shown in Fig. 2, the variances of the pixels on $M_i(u,v)$ are calculated when a single aberration parameter changes. The two-dimensional distributions of the variance for each aberration parameter are shown at the top of Fig. 4. The area where the pixel values are relatively large represents where $M_i(u,v)$ varies with the aberration parameter. According to the figure, the maximum amplitudes for the aberration parameters of $a_4$, $a_5$, and $a_8$ are 0.12, 0.25, and 0.09, respectively. The variance of $M_i(u,v)$ with the change of $a_8$ is smaller than that with other aberration parameters. When the noise effect is not negligible, the change of $M_i(u,v)$ owing to $a_8$ is difficult to detect.

For the improvement of the response of the variance of $M_i(u,v)$ against the change of aberration parameter $a_8$, phase diversity, which is represented by $b_5$, is added to the phase diversity vectors as $b_5 = (0,0,0.5)^T$ in accordance with the selection strategy described in section 3.1. The two-dimensional distributions of the variance of $M_5(u,v)$ for each aberration parameter change is shown at the bottom of Fig. 4. The maximum value of the amplitude for the aberration parameters of $a_4$, $a_5$, and $a_8$ are 0.09, 0.15, and 0.23, respectively. The response of $M_5(u,v)$ against $a_8$ is considerably improved, but the responses against $a_4$ and $a_5$ are degraded compared with that with the phase diversity of $b_5$. Consequently, the required phase diversities are selected as $b_5 = (0,0,0.5)^T$ and $b_i = (0,0,0.5)^T$. GRNN is trained using these two phase diversities.

Table 2. Range of aberration parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_4$</td>
<td>±0.259</td>
<td>astigmatism</td>
</tr>
<tr>
<td>$a_5$</td>
<td>±1.16</td>
<td>defocus</td>
</tr>
<tr>
<td>$a_6$</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>$a_8$</td>
<td>±0.626</td>
<td>coma</td>
</tr>
<tr>
<td>$a_8$</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Distributions of variances for $\{M_i(u,v)\}$; $M_4$ for $b_1 = (0,0,0.5)^T$ and $M_5$ for $b_5 = (0,0,0.5)^T$.

4.3. End-to-end self-compensation system performance

Aberration parameters are estimated from observed images using the trained GRNN. The estimated aberration parameters for single PD, (a) $b_1$, (b) $b_2$, and (c) $b_3$ and $b_4$ are shown in Fig. 5. In case (a), standard deviations of estimated parameters for $a_4$ and $a_8$ are worse than that for $a_6$. In case (b), the standard deviation of the estimated parameter for $a_6$ improved. However, those for $a_4$ and $a_8$ became worse. In case (c),
standard deviations of all estimated parameters improved significantly.

![Graph](image)

Fig. 5. Variances of estimated aberration parameters for 100 trials: (a) \(b_1=(0,0,0.5)^T\), (b) \(b_2=(0,0,0.5)^T\), and (c) \(b_1\) and \(b_2\).

5. Experiment

As I described above, estimation accuracy of aberration parameters are improved by selecting optimal phase diversities. In this section, I describe the result of the wavefront compensation experiments. In the experiments, wavefront aberration was introduced by the defocus and tilt of converging lens. The experiment configuration is shown in Fig. 6.

For simplification, a point source is generated using laser source with spatial filter. After collimating with lens 2, incident light is attenuated by polarizer, and aperture is used to adjust the incident flux to LCOS-SLM (Liquid Crystal on Silicon - Spatial Light Modulator) effective area. The modulated light is converged by lens 3, and image is obtained at CMOS camera. In this configuration, lens 3 is defocused and rotated by \(z\)-\(\theta\) stage to generate wavefront aberrations. The specification of LCOS-SLM and CMOS camera are shown in Table 3 and Table 4, respectively.

In this experiment, defocus and tilt angle was varied simultaneously in 1.0mm and 1.0deg, respectively. The wavefront aberration introduced by lens 3 is expressed using Zernike polynomials. The amplitude of the aberration is represented using aberration vector. The wavefront pattern of defocus and tilt are shown in Fig. 7(a), (b), respectively. The wavefront pattern for compensation of the wavefront aberration is generated by LCOS-SLM as shown in Fig. 7(d). That pattern is generated as a superposition of that of defocus, tilt, and the inherent deformation of the LCOS-SLM that is shown in Fig. 7(c).

![Diagram](image)

Fig. 6. Experiment configuration.

![Images](image)

Fig. 7. The wavefront patterns: (a) Defocus, (b) tilt, (c) inherent deformation of LCOS-SLM, (d) total wavefront for compensating aberration as a superposition of a, b, and c.

The point spread function (PSF) with no defocus and no tilt angle is obtained as shown in Fig. 8(a). That is considered as the ideal PSF of no wavefront aberration. The PSF introduced by defocus and tilt is shown in Fig. 8(b), in which the PSF is extended.
asymmetry. Fig. 8(c) shows the compensated PSF using LCOS-SLM with wavefront shown in Fig. 7(d). The FWHM is defined in both x-z plane and y-z plane which include the pixel of maximum value as shown in Fig. 8(a-c); the z axis is defined as a pixel value direction. In this case, FWHM in y-direction is remarkably improved from 44.3μm to 33.4μm by wavefront compensation using LCOS-SLM, and the compensated PSF almost corresponds to that of no wavefront aberration shown in Fig. 8(a).

![Fig. 8. Observed PSF: (a) Ideal PSF which is generated with no defocus and tilt, (b) PSF which is generated with defocus and tilt of converging lens, (c) compensated PSF using LCOS-SLM.](image)

6. Conclusion

In this work, we proposed the wavefront aberration estimation method. The wavefront estimation is formulated as well-posed inverse problem by applying a priori information, which is defined as the phase diversity, to the optics system using the spatial light modulator. In this case, feature vectors are extracted from observed images then the neural network is used to solve the inverse problem for reduction of the computation cost. Since the response of the feature vector against the wavefront aberration depends on the applied phase diversities, we described the phase diversity selection strategy to determine the shape and the number of phase diversities. The numerical simulation is conducted to confirm the proposed wavefront estimation method. We also described the result of the wavefront compensation experiment. In the experiment, the wavefront aberration, which is introduced by defocus and tilt of the converging lens, is compensated using the LCOS-SLM and the quality of the observed image is improved. The results show that the LCOS-SLM has the ability of wavefront control for imaging system, and it can be used to compensate the wavefront aberration and to generate phase diversities.
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