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Taking the engineering application of reusable booster vehicles (RBVs) as the research background, an effective navigation system scheme for rocket-powered auto-flyback RBVs is put forward in detail. First of all, the research state of RBVs in main research departments and three kinds of typically used feasible flyback options for RBVs are introduced. Based on an analysis of the characteristics of application background and engineering requirements, a feasible navigation scheme for a rocket-powered auto-flyback RBV is put forward, which consists of a strapdown inertial navigation system (SINS), global navigation satellite system (GNSS) and radio navigation equipment (radio). In order to realize navigation with high accuracy and dynamic adaptability, an improved dynamic information integration strategy is used for the navigation system, and simulation of the scheme based on a special trajectory is carried out. The theoretical analysis and simulation results indicate the effectiveness and feasibility of the navigation technologies.
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Nomenclature

\[ X: \text{state vector} \]
\[ \beta: \text{information-sharing coefficient} \]
\[ P: \text{estimate error covariance matrices} \]

Subscripts

\[ i: \text{number of sensors or filters} \]
\[ g: \text{global} \]

1. Introduction

1.1. Introduction to reusable booster vehicles

The research and tests over the past few decades have indicated that a fully reusable signal-stage-to-orbit launch vehicle is impossible based on technologies applied today and in the near future. Therefore, multistage and partially reusable launch vehicles become the only effective choice to reduce space launch costs. In addition, these kinds of vehicles are mainly based on current technologies.\(^1\)

The reusable booster vehicle (RBV), which has evolved from the expendable booster and can be reused many times, is one of the most important directions for reusable transportation technologies in the near future.\(^2,3\) The development and application of RBVs could effectively promote progress on the relative technologies of reusable launch systems.

Until now, the main projects associated with RBVs include an advance space transportation system and small-size partially reusable launch vehicle of JAXA,\(^4,5\) a Spaceplane in the U.S.A,\(^3\) and Hopper and several two-stage-to-orbit programs of the ESA.\(^1,2\) All of the launch vehicle concepts of these programs consist of RBVs and an expendable upper-stage. These types of transportation systems are partially reusable, and they are technically not too challenging and seem suitable to be targets for research activities in the next decade.\(^6\)

After separation, RBV needs to flyback to the launch site or special landing area. In the projects mentioned above, the RBV is launched vertically and lands on a normal runway horizontally, such as the concepts presented by the ESA\(^2,7\) and JAXA\(^4\) in Fig. 1 and Fig. 2 respectively.

1.2. Flyback options for RBV

Until now, the first three most famous and mature options for flyback RBVs are unpowered glideback,\(^8\) aero-powered flyback\(^9\) and rocket-powered flyback.\(^5\) In the unpowered glideback option, as shown in Fig. 3, the separation velocity is low and the longitudinal range is limited. As the size of the RBV is small, before separation the increment to the launcher’s total velocity caused by the RBV is small and limited as well.

As shown in Fig. 4, a RBV could fly back to the launch site or land at a secondary landing area with the aero-powered flyback option. Because RBV has several powered fly segments, maneuvering ability can obviously be improved. But secondary landing sites have to be selected and precautionary measures for a powered return flight must be included for the RBV. Simultaneously, additional aero-powered system may increase the total dry weight of the RBV.

In the rocket-powered flyback option, as shown in Fig. 5, the RBV flies a pitch-over attitude maneuver and a re-ignition portion. After turning around to the direction of the launch site, the RBV cuts off the rocket engines and starts reentry, followed by gliding back and then an auto landing. Generally, RBVs have a velocity of Mach 4.0–6.0 at the separation point, the maximum flight altitude is approximately 80–120 km and the flyback period is around 500–1,800 s from separation to landing.

1.3. Navigation requirements

When the RBV is flying back, the flight state is hypersonic and highly dynamic, with obvious and tremendous changes in aerodynamic force and aero load. In order to attain proper reentry states and realize an accurate automatic
landing, the information from navigation systems must be credible and veracious, while providing correct datum references for the control system. Simultaneously, for the purpose of reducing cost and improving system autonomy, the flight and landing of the RBV are carried out automatically without interaction between ground facilities or people. These special application situations determine that navigation of the RBV must coincide with highly dynamic flight, and have to have a high level of accuracy, autonomy and authenticity.

For a fixed-winged and high lift-to-drag ratio booster, in order to realize automated landing safely, the booster must be sufficiently agile, requiring high bandwidth guidance and control loops; therefore, the navigation system must be updated frequently. Moreover, the limited aerodynamic capabilities of the booster, together with the strict requirements of the landing maneuvers, demand the navigation solution to be very accurate. Commonly, the attitude should be updated at 50 Hz with 3-σ accuracies higher than 0.3°, and the position and velocities should be updated at 20–25 Hz with 3-σ accuracies better than 0.5 m and 1.0 m/s, respectively.\(^1\)

This paper focuses on the navigation scheme and technologies for a rocket-powered flyback RBV. In contrast to other flyback options, the rocket-powered model has stricter requirements and demands higher capabilities of the navigation system. In order to carry out the pitch-over maneuver and re-ignition properly to attain a feasible reentry state, all of which are crucial for the flyback, the navigation system must be highly accurate and reliable. During the glideback and automated landing periods, the capability and efficiency of navigation determine the flight performance and whether or not the RBV can land on the runway safely.

Traditionally, a centralized navigation structure is used for spacecraft navigation, such as extended Kalman filter and federated filter. This is because the computation load increases exponentially when the length of state vector increases, especially when a fault-tolerant filter is used. Large computation loads are adverse for the fast response and dynamic adaptability of navigation systems; meanwhile, hardware requirements are more restrictive. Hence, the navigation scheme proposed here is based on dynamic information selection, and the information integration method is improved from the conventional federated filter structure. Compared with the traditional method, the navigation scheme is more dynamic and the information integration method is easier to realize, while avoiding the problems of information loss and excessive computation load during large matrix operations.

Furthermore, the selection of hardware is based on the test results of the PHOENIX experiment vehicle of the ASTRA...
program in Germany. The aim of this study is to give an account of the navigation scheme and evaluate the improved information method through an engineering flight trajectory of rocket-powered flyback RBV. If it’s necessary, other associated navigation equipment such as a laser range finder, air-data system and so on will be considered in future research.

2. Navigation Scheme

2.1. Hardware configuration

According to the flight profile, the attitude maneuvers and rocket engines’ re-ignition are carried out after separation. During this time the maximum climb height and attitude control error are limited, but the position and velocity errors in the initial reentry conditions have special effects on the flight. Therefore, the integration consisting of strapdown inertial navigation system (SINS) and global navigation satellite system (GNSS) is sufficient for the navigation in this segment, and the application of additional tools such as a celestial navigation system is unnecessary.

During the first stage of reentry, the RBV keeps a constant attitude, the atmosphere density is rarefaction and the effects of the environment are negligible. In the second stage of reentry, the RBV changes attitude to guarantee that all the restraints are observed, although the latent plasma sheath may have adverse effects on the GNSS, the navigation errors of the SINS are not serious because the impact period is limited. Furthermore, the use of radio navigation system during the following flight segment could reduce short-term navigation errors previously experienced. Therefore, the integration of SINS and GNSS will be sufficient for RBV reentry navigation.

The automated landing of the RBV has the highest requirement for navigation and control systems. Therefore, a radio navigation system comprised of Doppler radar and a radar altimeter is introduced into the application. This kind of radio navigation could improve the navigation accuracy further and ensure the realization of an accurate and reliable automated landing.

For the purpose of engineering application, the navigation system should be as simple as possible while realizing the required functions. The hardware of navigation system is comprised of the SINS, GNSS and a radio. The SINS and GNSS work during the whole flyback, but the radio system joins navigation after the RBV enters the approach and keeps working through automatic landing until touch down. The application states of the hardware during the flyback are listed in Table 1.

The SINS can provide consecutive information including position, velocity and attitude, the GNSS can provide position and velocity information, Doppler radar gives three-dimensional velocities and the radar altimeter measures the altitude of the RBV from the ground. All the information from the GNSS, Doppler radar and radar altimeter could provide certain correction to the navigation errors of the SINS.

2.2. Information-processing strategy

According to the highly dynamic and highly reliable application characters of RBV navigation, the information-processing technology must have dynamic adaptability and fault-tolerant capability. Moreover, information integration and collocation should be optimal. Therefore, an active, multi-layer information-processing scheme based on dynamic Bayesian networks (DBNs) is applied to realize dynamic information fusion and global fault tolerance. The whole information-processing schematic is shown in Fig. 6.

SINS/GNSS, SINS/Doppler and SINS/Altimeter are three local fault-tolerant filters in which χ² fault detection is used. The federated filter is used for information fusion in all layers. The fusion results are used to correct and compensate the errors of the SINS. The sensor selection controller is used for selecting effective and additional navigation information.

It’s well-known that the information sharing coefficient plays an important role in the federated filter and determines global fusion performance. According to optimal information scheme theories in dynamic Bayesian networks, the sensor selection controller uses the information-sharing coefficient as a criterion to select and scheme navigation information. Through selecting the most effective sensor sets, the fusion method can optimize information sources dynamically and enhance the ability to correct SINS errors. In this way, the navigation precision and dynamic adaptability are apparently improved.

As shown in Fig. 6, during the approach and landing portions, the sensor selection and fusion processes are listed as follow.

Step 1: Based on the local filter, select the integration whose result has the largest information-sharing coefficient from SINS/GNSS, SINS/Doppler and SINS/Altimeter as the basic integration. This sensor set can reduce the errors of the SINS as much as possible during all the additional sensors at this time instant. The information of this assistant navigation system has the greatest ability of reducing the uncertainty of the integrated navigation results in the first fusion layer.

<table>
<thead>
<tr>
<th>Flight Stage</th>
<th>SINS</th>
<th>GNSS</th>
<th>Doppler</th>
<th>Altimeter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch-over</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Re-ignition</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reentry</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatic landing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Fig. 6. Information-processing schematic.
Step 2: Take the results of the basic integration selected in Step 1 and the other two integrations as the inputs of the federated filter in the first fusion layer, and select the assistant sensor whose integration with the SINS has the largest information-sharing coefficient to extend the selected basic sensor integration.

Step 3: Based on the outputs of the selected sensor subset, run the federated filtering with the remaining sensors and calculate the information-sharing coefficients in the second fusion layer. Select the sensor whose local filter results have the largest information-sharing coefficient among the remaining sensors as the secondary effective additional sensor to extend the sensor subset and form a new sensor subset.

Step 4: Repeat Step 3, extend one sensor once into the selected sensor subset until all the useable sensors are selected and used.

Step 5: Integrate all of the information from selected sensors in the third fusion layer using the improved federated filter to get the global outputs, and use the fusion results to correct the SINS errors.

In the information-processing flow above, when one or more assistant sensors fail, the information from which is out of work partially or completely. Through the no feedback and output correct partial fusion model together with the sensor selection controller mentioned above, the spent information can be isolated clearly and the global fusion results are impregnable. If all of the assistant sensors are out of work at some instant, the sensor selection controller will choose the results of the main reference system (SINS) as the integrated navigation output. In this way, sensor faults can be isolated immediately and effectively. Simultaneously, the outputs of the normal main reference system can promote the recovery of the faulty sensors. During the process, the system transitions and reconfigurations caused by sensor selection and fault isolation are mitigated.

It is obvious that the information algorithm introduced here realizes active and dynamic sensor selection through the sensor selection controller based on the information-sharing coefficient. This method lets the system have the ability to realize fault detection isolation and recovery (FDIR) autonomously and timely by distinguishing the usability and validity of sensor outputs, without setting special fault-tolerant algorithms and constraints artificially.

3. Improved Information Fusion Method

As mentioned above, the information-sharing coefficients of a traditional federated filter are used for optimal sensor scheduling and information fusion. There are kinds of federated filter models in application, and the calculation of information-sharing coefficients can be operated using various methods. For the sake of reducing calculation load and using effective sensor information adequately to enhance the method’s dynamic adaptability and fault-tolerant ability, a simple and effective method for information-sharing coefficients calculation and information fusion is proposed as follows.

Based on a comparison of different improved information fusion methods which were used commonly in recent years, a no feedback and output correct partial fusion model is used here. Under this kind of information fusion framework, the assumption that different components of the global state vector are independent is considered, so the interactive effects between them are inconsequential and negligible.

In this way, the state error covariance matrix is split into partitioned matrices. The partition matrices on the diagonal line of the state error covariance matrix reflect the main characteristics of the estimation result about the corresponding components, and different components of the global state vector are treated respectively. Therefore, the fusion results of the components comprise the global fusion results. The improved information fusion method is interpreted as follows:

There are $N$ local filters, and the global state vector is $X = [u \ v \ w]$, the output of the $i$’th local filter is $X_i = [u_i \ v_i \ w_i]$, and the corresponding covariance matrix of the estimate error is $P_i = \text{diag}([P_{ui} \ P_{vi} \ P_{wi}])$ where $u$, $v$ and $w$ are the common components of local filters, which are the position, velocity and attitude or the deviation values of them in the integrated navigation system. $P_{ui}$, $P_{vi}$ and $P_{wi}$ are the estimate error covariance matrices of $u_i$, $v_i$ and $w_i$ in the $i$’th local filter respectively. Therefore, the information-sharing coefficients for the common components are

$$\beta_{ui} = P_{ui}^{-1} \left( \sum_{i=1}^{N} P_{ui}^{-1} \right)^{-1} \quad (1)$$

$$\beta_{vi} = P_{vi}^{-1} \left( \sum_{i=1}^{N} P_{vi}^{-1} \right)^{-1} \quad (2)$$

$$\beta_{wi} = P_{wi}^{-1} \left( \sum_{i=1}^{N} P_{wi}^{-1} \right)^{-1} \quad (3)$$

The optimal fusion results of the components are

$$\hat{X}_{gu} = \sum_{i=1}^{N} \beta_{ui} u_i \quad (4)$$

$$\hat{X}_{gv} = \sum_{i=1}^{N} \beta_{vi} v_i \quad (5)$$

$$\hat{X}_{gw} = \sum_{i=1}^{N} \beta_{wi} w_i \quad (6)$$

Hence, the global fusion result is

$$\hat{X}_g = [\hat{X}_{gu} \ \hat{X}_{gv} \ \hat{X}_{gw}]^T \quad (7)$$

4. Simulation

A simulation of RBV flyback navigation is presented here to validate the scheme and algorithms introduced in the previous section. In the simulation, gyro constant drift is 0.01 deg/hr, gyro random walk is 0.001 deg/hr, accelerometer constant bias is 0.001 g, and accelerometer random bias is 0.0001 g. The horizontal and vertical positioning errors
of the GNSS are 20 m, and the velocity measure error is 0.5 m/s. The velocity errors of the Doppler radar are 0.05 m/s. The measurement error of the altimeter is 0.5 m. The information refreshing period is 0.01 s and the fusion period is 0.1 s.

After separation, the flight time is 580 s and the maximum altitude is 112.05 km, as shown by the three-dimensional flight trajectory of the RBV in Fig. 7. At separation point, the velocity of the RBV is 1,800 m/s, the pitch angle is 40 deg and the flight path angle is 41.5 deg.

At the same time, there are several sensor fault situations during the flight. The GNSS receiver is inoperative between 280 s and 300 s with a positioning error of 50 m in position and 10 m/s in velocity. Doppler radar gets into inactivation between 300 s to 400 s with measurement outlays of 10 m/s in velocity. Figures 8–10 outline the navigation results of the integrated navigation system with the algorithms proposed in this paper considering the fault situations above. The navigation errors of the RBV when using a signal SINS are shown in Figs. 11–13. The comparison of navigation results between the SINS and integrated navigation at the landing point is shown in Table 2. All of the errors mentioned above are the values for $1 \sigma$.

Simultaneously, the histories of the information-sharing coefficients for two local filters, SINS/GNSS and SINS/Doppler/altimeter, are shown in Fig. 14 and Fig. 15. In Fig. 14 and Fig. 15, the three subplots in each figure indicate the information-sharing coefficients for attitude mis-
alignment angle, position, and velocity in three directions, respectively, from top to bottom.

The results in Fig. 14 and Fig. 15 are zoomed in to show the change histories of the information-sharing coefficients. The phenomenon that the changes of $C_{12}$ do not correspond to the sensor fault scenarios is attributed to two reasons. The first is that the velocity error of the SINS/Doppler/altimeter is even lower than the SINS/GNSS when the Doppler radar is out of work, and the position error of the SINS/GNSS is much lower than the SINS/Doppler/altimeter during the periods when the GNSS is disturbed or inoperative. The second is caused by information loss because we split the covariance matrix into partitioned matrices and only consider the matrices on the diagonal line, there may be some information loss inevitably. Although this method could obtain satisfactory navigation results, the information-sharing coefficients couldn’t completely and strictly represent the changes in sensor information. The detailed descriptions to technically justify this method will be introduced in our next paper in the near future.

Apparently, the integrated navigation system stops navigation errors from accumulating over time, and effectively improved the navigation accuracy. At first glance, it seems that the positioning error of the SINS/Doppler/altimeter is even lower than the SINS/GNSS when the Doppler radar is out of work, and the position error of the SINS/GNSS is much lower than the SINS/Doppler/altimeter during the periods when the GNSS is disturbed or inoperative. The second is caused by information loss because we split the covariance matrix into partitioned matrices and only consider the matrices on the diagonal line, there may be some information loss inevitably. Although this method could obtain satisfactory navigation results, the information-sharing coefficients couldn’t completely and strictly represent the changes in sensor information. The detailed descriptions to technically justify this method will be introduced in our next paper in the near future.

5. Conclusion

This paper introduced the development states and three typically used flyback options of RBVs. Taking the rocket-powered flyback RBV as an example, the navigation scheme, hardware components and information-processing flow are proposed. This paper improved the traditional federated filter and proposed a dynamic information fusion model and algorithm for multi-sensor systems based on DBNs theories. The method presented here is simple to apply and can realize optimal dynamic scheduling autonomously. The simulation applying the algorithm for the RBV flyback navigation system validated the great dynamic adaptability and fault-tolerant ability of the model and algorithm.

In contrast to the traditional federated filter, the improved fusion method avoids the problem of inverse operation to a
large matrix and the shortcomings of information loss during many excessively simplified methods. However, the calculation load is minimal, so the fault tolerance and dynamic adaptability are high. From the point of application, the navigation system can be used for sub-orbit vehicles, hypersonic spacecraft and so on. Based on the refined analysis and theoretical demonstration, even further improvements in the system will be the focus of future work.

References