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Abstract. For the fifth Painlevé transcendents in a sector, under the condition that the values taken along some curve tending to infinity are bounded away from 1 and another specified complex number, we present new upper estimates for the number of $a$-points including poles and for the growth order. As far as we are concerned with the known asymptotic solutions of the fifth Painlevé equation, this condition is easily checked, and our results are applicable to almost all of them. About concrete examples we discuss the frequency of $a$-points, the equi-distribution property and the growth order. Our method works on the third Painlevé transcendents as well, yielding an analogous result.

1. Introduction. The fifth Painlevé equation may be normalised as follows:

$w'' = \left( \frac{1}{2w} + \frac{1}{w - 1} \right) (w')^2 - \frac{w'}{z} + \frac{(w - 1)^2}{z^2} \left( \alpha w + \frac{\beta}{w} \right) + \frac{\gamma w}{z} + \frac{w(w + 1)}{2(w - 1)}$

or

$w'' = \left( \frac{1}{2w} + \frac{1}{w - 1} \right) (w')^2 - \frac{w'}{z} + \frac{(w - 1)^2}{z^2} \left( \alpha w + \frac{\beta}{w} \right) - \frac{w}{8z}$

($' = d/dz$) with $\alpha, \beta, \gamma \in \mathbb{C}$, except for the cases solvable by quadrature. Every solution of (V) or (V$_0$) is meromorphic on $\mathcal{R}(\mathbb{C} \setminus \{0\})$, where $\mathcal{R}(\mathbb{C} \setminus \{0\})$ denotes the universal covering of $\mathbb{C} \setminus \{0\}$. For solutions of the fifth and the third Painlevé equations, value distribution properties were studied by Sasaki [6], [7] (see also [11] for their modified versions). From them it follows that, for every $a \in \mathbb{C} \cup \{\infty\}$, the number of $a$-points in a sector with radius $r$ is at most $O(r^\Lambda)$, where $\Lambda$ is some large positive number independent of $a$; and, for admissible or truncated solutions, we established the equi-distribution property of $a$-points in a sector [12], [13].

In this paper, for solutions of (V) or (V$_0$), under the condition that the values taken along some curve tending to $z = \infty$ are bounded away from 1 and another specified complex number, we present new upper estimates for the number of $a$-points and for the growth order in a sector containing the curve. It is shown that, for such solutions, the number of $a$-points is $O(r^2)$ or $O(r)$, which has been conjectured and is expected to be the best possible for a
general solution [3]. For (V) and (V₀) several asymptotic solutions are known near \( z = \infty \). As far as we are concerned with these solutions, the condition mentioned above is easily checked, and our results are applicable to almost all of them. About concrete examples we discuss the frequency of \( a \)-points, the equi-distribution property and the growth order.

To prove our theorems for (V) or (V₀), we first evaluate the frequency of \( 1 \)-points in Section 3. As shown in Section 4, this enables us to derive an estimate for the growth order, which brings about the result on \( a \)-points for \( a \neq 1 \). Our method works on the third Painlevé equation as well, yielding an analogous theorem described in the final section. Throughout this paper, for functions \( \psi \) and \( \chi \), we write \( \psi \ll \chi \) if \( \psi = O(\chi) \), and \( \psi \asymp \chi \) if \( \psi = O(\chi) \) and \( \chi = O(\psi) \) simultaneously hold.

2. Main results on (V) or (V₀). Let \( \mu \) and \( \theta₀ \) be given numbers satisfying \( \mu \in \mathbb{C} \setminus \{1\} \) and \( \theta₀ \in \mathbb{R} \). For any solution \( w(z) \) of (V) or (V₀), we say that \( w(z) \) satisfies the condition \( \mathcal{A}(\mu, \theta₀) \) if there exists a curve \( \Gamma₀(\theta₀) : z = re^{iθ(r)}, \ r \geq 1 \) such that \( θ(r) → \theta₀ \) as \( r → +\infty \) and that \( 1/(w(z) - μ) \) and \( 1/(w(z) - 1) \) are bounded along \( Γ₀(\theta₀) \).

2.1. Frequency of \( a \)-points. For \( a \in \mathbb{C} \cup \{\infty\} \) and for \( λ > 0 \) let \( v^θ₀(λ, a, w) \) denote the number of \( a \)-points of \( w(z) \) in the sector

\[
Σ(θ₀, λ, r) := \{ \arg(z - e^{iθ₀}/2) - θ₀| < λ\pi/2, \ 1 < |z - e^{iθ₀}/2| ≤ r \}
\]

contained in \( \mathcal{R}(\mathbb{C} \setminus \{0\}) \), each counted according to its multiplicity.

**Theorem 2.1.** Let \( w(z) \) be a solution of (V) (respectively, (V₀)) satisfying \( \mathcal{A}(\mu, \theta₀) \) for some \( (\mu, \theta₀) \in (\mathbb{C} \setminus \{0, \pm1\}) \times \mathbb{R} \) (respectively, \( (\mathbb{C} \setminus \{0, 1\}) \times \mathbb{R} \)). Then, for each \( a \in \mathbb{C} \cup \{\infty\} \) and for each \( λ > 0 \),

\[
v^θ₀(λ, a, w) \ll r^2 \quad (\text{respectively, } v^θ₀(λ, a, w) \ll r)
\]

as \( r → +\infty \), where the implied constant depends on \( λ \).

2.2. Growth order. For every \( r > 1 \) consider the sector-like set

\[
Ω(θ₀, λ, r) := \{ z = e^{iθ₀}(e^{-πi/2}ζ')^λ + e^{iθ₀}/2 : ζ \in D₀(r^{1/λ}) \} \subset \mathcal{R}(\mathbb{C} \setminus \{0\})
\]

with \( D₀(r) := \{ ζ : |ζ - ir/2| ≤ r/2 \} \cap \{ ζ : |ζ| > 1 \} \). Roughly speaking, this set is a substitute for the sector \( Σ(θ₀, λ, r) \). Indeed, for every \( λ' \) satisfying \( 0 < λ' < λ \),

\[
Σ(θ₀, λ', r \cos(λ'π/(2λ'))) \subset Ω(θ₀, λ, r) \subset Σ(θ₀, λ, r),
\]

where the left inclusion is verified by using

\[
\{ ζ : |ζ - π/2| < λ'π/(2λ'), \ 1 < |ζ| < r^{1/λ} \cos(λ'π/(2λ')) \} \subset D₀(r^{1/λ}).
\]

Let \( f(z) \) be a function meromorphic on \( \mathcal{R}(\mathbb{C} \setminus \{0\}) \). Denote by \( n^θ₀(λ, f) \) the number of poles of \( f(z) \) in \( Ω(θ₀, λ, r) \), each counted according to its multiplicity. For \( r > 1 \) set

\[
N^θ₀(λ, r, f) := \frac{1}{λ} \int_1^r \frac{n^θ₀(λ, f)}{t^{1+1/λ}} dt
\]
and

\[ m_\lambda^{(0)}(r, f) := \frac{1}{2\pi} \int_{\arcsin(r^{-1/\lambda})}^{\pi - \arcsin(r^{-1/\lambda})} \log^+ \left| f_\lambda^{(0)} \left( e^{i\phi} \sin \phi \right) \right| \frac{d\phi}{r^{1/\lambda} \sin^2 \phi}, \]

\[ f_\lambda^{(0)}(\xi) := f(e^{i\theta_0}(e^{-\pi i/2} \xi)^\lambda + e^{i\theta_0}/2), \]

where \( \log^+ x := \max(\log x, 0) \) for \( x > 0 \). The characteristic function defined by

\[ T_\lambda^{(0)}(r, f) := m_\lambda^{(0)}(r, f) + N_\lambda^{(0)}(r, f) \]

indicates the growth of \( f(z) \) in \( \Omega(\theta_0, \lambda, r) \) or \( \Sigma(\theta_0, \lambda, r) \). Furthermore, set

\[ \Theta_\lambda^{(0)}(f) := \limsup_{r \to \infty} \frac{\log^+ T_\lambda^{(0)}(r, f)}{\log r}, \quad \sigma_\lambda^{(0)}(a, f) := \limsup_{r \to \infty} \frac{\log^+ N_\lambda^{(0)}(r, a, f)}{\log r}, \]

where \( N_\lambda^{(0)}(r, \infty, f) := N_\lambda^{(0)}(r, f) \) and \( N_\lambda^{(0)}(r, a, f) := N_\lambda^{(0)}(r, 1/(f - a)) \) for \( a \in \mathbb{C} \). (More explanations of these quantities are found in [12] and [13]; and, for the value distribution theory in a half plane or a sector, readers are referred to [4], [5], [15], [16].)

**Theorem 2.2.** Suppose that a solution \( w(z) \) of (V) (respectively, \( V_0 \)) satisfies the same condition as in Theorem 2.1. Then, for each \( \lambda > 0 \),

\[ T_\lambda^{(0)}(r, w) \ll r^{2-1/\lambda} + \log r \quad \text{(respectively,} \quad T_\lambda^{(0)}(r, w) \ll r^{1-1/\lambda} + \log r) \]

as \( r \to +\infty \), where the implied constant depends on \( \lambda \); and, for every \( a \in \mathbb{C} \cup \{\infty\} \),

\[ \sigma_\lambda^{(0)}(a, w) \leq \max\{2 - 1/\lambda, 0\} \quad \text{(respectively,} \quad \sigma_\lambda^{(0)}(a, w) \leq \max\{1 - 1/\lambda, 0\} \). \]

This estimate means that, for the significance of \( T_\lambda^{(0)}(r, w) \), the opening angle of the sector must satisfy at least \( \lambda > 1/2 \) (respectively, \( \lambda > 1 \)).

2.3. Asymptotic solutions. Each of the known asymptotic solutions of (V) (respectively, \( V_0 \)), except for ones with special constants of integration [2, Theorem 4.1 and Remark 4.2], tends to a value \( w_\infty \in \{-1, 0, \infty\} \) (respectively, \( w_\infty \in \{0, \infty\} \)) or oscillates around \( w_\infty \) as \( z \to \infty \) along a certain ray or curve (see [1], [2], [8], [9], [13], [14], [17]). For these solutions we have \( v_\lambda^{(0)}(r, a, w) \ll r^2 \) (respectively, \( \ll r \)) and \( T_\lambda^{(0)}(r, w) \ll r^{2-1/\lambda} + \log r \) (respectively, \( \ll r^{1-1/\lambda} + \log r \)) with some \( \theta_0 \in \mathbb{R} \). Let us observe individual examples.

2.3.1. Solutions of (V). A two-parameter solution of (V) equivalent to one given by [2, Theorem 3.1] is written in the form

\[ w_1(z) = -1 + 4 \sqrt{2i} e^{-\pi i/4} \beta_0 \sin \left( \frac{z}{2i} + i\beta_0 \log \left( \frac{z}{i} \right) - i \log \left( \frac{\sqrt{\beta_0}}{\hat{v}} \right) \right) + O(z^{-1+2|\text{Re} \beta_0|}) \]

as \( z/i \to +\infty \), where \( \beta_0, \hat{v} \in \mathbb{C} \setminus \{0\}, |\text{Re} \beta_0| < 1/4 \) (note that, in the equation of [2], the coefficient of \( w(w + 1)/(w - 1) \) is \(-1/2\)). This satisfies \( A(-2, \pi/2) \). There also exist the oscillatory solutions [9, Theorems I and III]:

\[ w_2^{-}(z) = \rho(1 + O(z^{-1}))z^{-1} \cos^2 \left( \frac{z}{2} - \frac{\gamma/2 - \rho/2}{\theta_0} + O(z^{-1}) \right) \]
as \( z \to +\infty \) if \( \alpha, \gamma \in \mathbb{R}, \beta = 0 \); and
\[
w_2(z) = \frac{\rho(1 + O(z^{-1}))z}{\cos^2(z/2 + (\gamma/2 + \rho^{-1}/2) \log z + \Theta_0 + O(z^{-1}))}
\]
as \( z \to +\infty \) if \( \alpha = \beta = 0, \gamma \in \mathbb{R} \). Here \( \rho > 0 \) and \( 0 \leq \Theta_0 < 2\pi \) are constants of integration. These solutions satisfy \( A(-2, 0) \).

A family of solutions expanded into
\[
w_3(z) = Y(z) + \sum_{j \geq k \geq 1} z^{-1} p_{jk}(z) Y(z)^{j-k}(Y(z)Z(z))^k + \sum_{k \geq j \geq 0} \left( z^{-1} p_{jk}(z) (Y(z)Z(z))^{j} (z^{-1} Z(z))^{k-j} \right)
\]
with
\[
Y(z) := c_1 z^{-\omega - 4c_1 c_2 \epsilon} e^{-iz}, \quad Z(z) := c_2 z^{\omega + 4c_1 c_2 \epsilon} e^{iz}, \quad \omega := 1 - i(\gamma - 2\sqrt{2} \beta)
\]
follows from the results of [8], [14], [17], where \( c_1, c_2 \in \mathbb{C} \) are constants of integration, and each \( p_{jk}(z) \) admits an asymptotic expansion in powers of \( z^{-1} \) in the sector \( |\arg z| < \pi \). The right-hand side is convergent if \(|Y(z)|, |z^{-1} Z(z)| \) and \(|Y(z)Z(z)| = |c_1 c_2| \) are sufficiently small, and is bounded as \( z \to \infty \) along a curve asymptotic to the positive real axis. This solution satisfies \( A(-2, 0) \).

Equation (V) has a truncated solution of the form
\[
w_4(z) = -1 + O(z^{-1}) + ce^{-z/2} z^{-1/2} (1 + O(z^{-1}))
\]
with \( c \in \mathbb{C} \) as \( z \to \infty \) through \( |\arg z| < \pi/2 \) [13, Theorem 2.1]. If \( |\theta_0| < \pi/2 \), then \( w_4(z) \) satisfies \( A(-2, \theta_0) \). There also exist truncated solutions such that \( w(z) \to 0 \) and that \( w(z) \to \infty \) respectively; for instance, if \( \alpha \neq 0 \), then (V) admits the solution
\[
w_5(z) = \frac{z}{\sqrt{-2\alpha}} (1 + O(z^{-1})) + ce^{iz} z^{(\gamma + 2\sqrt{2} \beta)i + 1} (1 + O(z^{-1}))
\]
as \( z \to \infty \) through \( |\arg z - \pi/2| < \pi/2 \) [13, Theorem 2.4], which satisfies \( A(-2, \theta_0) \) if \( |\theta_0 - \pi/2| < \pi/2 \).

Applying Theorems 2.1 and 2.2, we have, for each \( \alpha \in \mathbb{C} \cup \{\infty\} \), the following:

**Proposition 2.3.**
1. \( v_{\lambda}^{\pi/2}(r, a, w_1) \ll r^2 \) and \( T_{\lambda}^{\pi/2}(r, w_1) \ll r^{2-1/\lambda} + \log r \).
2. \( v_{\lambda}^{0}(r, a, w_2^+) \ll r^2 \) and \( T_{\lambda}^{0}(r, w_2^+) \ll r^{2-1/\lambda} + \log r \).
3. \( v_{\lambda}^{0}(r, a, w_3) \ll r^2 \) and \( T_{\lambda}^{0}(r, w_3) \ll r^{2-1/\lambda} + \log r \).
4. If \( |\theta_0| < \pi/2 \), then \( v_{\lambda}^{0}(r, a, w_4) \ll r^2 \) and \( T_{\lambda}^{0}(r, w_4) \ll r^{2-1/\lambda} + \log r \).
5. If \( |\theta_0 - \pi/2| < \pi/2 \), then \( v_{\lambda}^{0}(r, a, w_5) \ll r^2 \) and \( T_{\lambda}^{0}(r, w_5) \ll r^{2-1/\lambda} + \log r \).

Furthermore, combining (2) and (4) with [12, Example 2.2] and [13, Theorem 3.2, Remark 3.2 and (6.3)], respectively, we have the following equi-distribution estimates:

**Proposition 2.4.** If \( \lambda > 1 \), then \( r^{1-1/\lambda} \ll T_{\lambda}^{0}(r, w_2^+) \ll r^{2-1/\lambda} \) and \( 1 - 1/\lambda \leq \sigma_{\lambda}^{0}(a, w_2^+) \leq 2 - 1/\lambda \) for every \( a \in \mathbb{C} \cup \{\infty\} \).
Proposition 2.5. Suppose that $0 < \theta_0 < \pi/2$, and that $\lambda > 1$. Write $\lambda_0 = 1 + 2\theta_0/\pi$, and set $l(\lambda) = \lambda$ if $1 < \lambda < \lambda_0$ and $l(\lambda) = \lambda_0 - \epsilon$ if $\lambda \geq \lambda_0$, where $\epsilon$ is any small positive number. Then, if $c \neq 0$, we have $r^{1-1/l(\lambda)} \ll T_\lambda^{\theta_0}(r, w_4) \ll r^{2-1/\lambda}$ and $1 - 1/l(\lambda) \leq \sigma_\lambda^{\theta_0}(a, w_4) = \varrho_\lambda^{\theta_0}(w_4) \leq 2 - 1/\lambda$ for every $a \in \mathcal{C} \cup \{\infty\}$.

2.3.2. Solutions of (V0). Equation (V0) has the oscillatory solutions [9, Theorems II and IV]:

$$w_6^-(x) = \rho(1 + O(z^{-1/2}))(z^{-1/2} + (\rho/16) \log z + \Theta_0 + O(z^{-1/2}))$$
as $z \to +\infty$ if $\alpha \in \mathcal{R}$, $\beta = 0$; and

$$w_6^+(z) = \frac{\rho(1 + O(z^{-1/2}))}{\cos^2((z^{-1/2}/2 + (\rho-1/16) \log(-z) + \Theta_0 + O(z^{-1/2}))}$$
as $z \to -\infty$ if $\alpha = \beta = 0$. Here $\rho > 0$ and $0 \leq \Theta_0 < 2\pi$. These solutions satisfy $A(-1, 0)$ and $A(-1, \pi)$, respectively.

There exists a truncated solution of (V0) expressed as

$$w_7(x) = 2\sqrt{2} \beta z^{-1/2}(1 + O(z^{-1/2})) + ce^{iz/2}z^{\pi/2d-1/2}(1 + O(z^{-1/2}))$$
with $c \in \mathcal{C}$ as $z \to \infty$ through $|\arg (z - \pi)| < \pi$ [13, Theorem 2.3], which satisfies $A(-1, \theta_0)$ if $|\theta_0 - \pi| < \pi$. For each $a \in \mathcal{C} \cup \{\infty\}$ we have

Proposition 2.6. (1) $v_\lambda^0(r, a, w_6^-) \ll r$ and $T_\lambda^0(r, w_6^-) \ll r^{1-1/\lambda} + \log r$.
(2) $v_\lambda^\pi(r, a, w_6^+) \ll r$ and $T_\lambda^\pi(r, w_6^+) \ll r^{1-1/\lambda} + \log r$.
(3) If $|\theta_0 - \pi| < \pi$, then $v_\lambda^{\theta_0}(r, a, w_7) \ll r$ and $T_\lambda^{\theta_0}(r, w_7) \ll r^{1-1/\lambda} + \log r$.

By (1) above and [12, Example 2.3] we have

Proposition 2.7. If $\lambda > 2$, then $r^{1/2-1/\lambda} \ll T_\lambda^0(r, w_6^-) \ll r^{1-1/\lambda}$ and $1/2 - 1/\lambda \leq \sigma_\lambda^0(a, w_6^-) = \varrho_\lambda^0(w_6^-) \leq 1 - 1/\lambda$ for every $a \in \mathcal{C} \cup \{\infty\}$.

3. Proof of Theorem 2.1 for $a = 1$.

3.1. Lemmas. Consider a differential equation of the form

$$(3.1) \quad \ddot{y} = g_2(y) \dot{y}^2 + g_1(x) \dot{y} + 1 + g_0(x, y)$$

$' = d/dx$ under the supposition that $g_2(y)$, $g_1(x)$ and $g_0(x, y)$ are holomorphic functions satisfying

$$(3.2) \quad |g_2(y)| < K, \quad |g_1(x)| + |g_0(x, y)| < 1/100$$
in the polydisk $|x| < 1$, $|y| < R_0$, where $0 < R_0 < 1$ and $K > 1$. Let $y(x)$ be an arbitrary solution of (3.1) around $x = 0$. Then we have

Lemma 3.1. Let $\eta$ be a given number such that $0 < \eta \leq \min\{R_0^{1/2}/3, K^{-1/2}/30\}$. If

$|y(0)| \leq \eta^2/6$, then

(1) $|y(x)| \leq 8\eta^2 < R_0$ in the disk $|x| < \rho_0$,
(2) $|y(x)| \geq 3\eta^2/5$ on the circle $|x| = (5/6)\rho_0$.

Here $\rho_0 := 3\eta$ if $|\dot{y}(0)| \leq \eta$, and $\rho_0 := 1.2\eta^2/|\dot{y}(0)|$ if $|\dot{y}(0)| > \eta$. 
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PROOF. If $|x| < 1$ and if $|y(x)| < R_0$, then

\begin{equation}
\dot{y}(x) = \dot{y}(0) + x + \dot{V}(x)
\end{equation}

and

\begin{equation}
y(x) = y(0) + \dot{y}(0)x + x^2/2 + V(x), \tag{3.4}
\end{equation}

where

\begin{equation}
V(x) = \int_0^x \int_0^x (g_2(y(\xi))\dot{y}(\xi)^2 + g_1(\xi)\dot{y}(\xi) + g_0(\xi, y(\xi)))d\xi d\tilde{\xi}. \tag{3.5}
\end{equation}

(i) Case $|\dot{y}(0)| \leq \eta$. We put

$$\xi_0 := \sup\{\xi < 1 : |y(x)| \leq 8\eta^2, |\dot{y}(x)| \leq 5\eta \text{ for } |x| < \xi\},$$

which satisfies $\xi_0 > 0$ because of $|y(0)| \leq \eta^2/6$ and $|\dot{y}(0)| \leq \eta$. Suppose that $\xi_0 < 3\eta$. Then $|y(x)| < R_0$ for $|x| < \xi_0 \leq 1$. By (3.2) and (3.5), for $|x| < 3\eta$,

\begin{equation}
|\dot{V}(x)| \leq (K(5\eta)^2 + 5\eta/100 + 1/100)|x| \leq |x|/15, \quad |V(x)| \leq |x|^2/30. \tag{3.6}
\end{equation}

From (3.6), (3.3) and (3.4) we have

$$|\dot{y}(x)| \leq (1 + 3 + 1/5)\eta = 4.2\eta,$$

$$|y(x)| \leq (1/6 + 3 + 3^2/2 + 3^2/30)\eta^2 < 7.97\eta^2,$$

for $|x| < \xi_0$, which contradicts the definition of $\xi_0$. Hence $\xi_0 \geq 3\eta$; and (3.6) is valid for $|x| < 3\eta$. On the circle $|x| = 2.5\eta$, from (3.4) we derive

$$|y(x)| \geq |x|^2/2 - |y(0)| - |\dot{y}(0)x| - |V(x)| \geq (2.5^2/2 - 1/6 - 2.5 - 2.5^2/30)\eta^2 > \eta^2/5.$$

Consequently assertions (1) and (2) are valid for $\rho_0 = 3\eta$.

(ii) Case $|\dot{y}(0)| = \kappa \eta$ with $\kappa > 1$. Put

$$\xi_1 := \sup\{\xi < 1 : |y(x)| \leq 5\eta^2, |\dot{y}(x)| \leq 4\kappa \eta \text{ for } |x| < \xi\},$$

and suppose that $\xi_1 < 2\eta/\kappa$. Then we have

\begin{equation}
|\dot{V}(x)| \leq (K(4\kappa\eta)^2 + 4\kappa\eta/100 + 1/100)|x| \leq \kappa^2|x|/15, \quad |V(x)| \leq \kappa^2|x|^2/30 \tag{3.7}
\end{equation}

for $|x| < \xi_1$. By (3.7), (3.3) and (3.4),

\begin{align*}
|\dot{y}(x)| &\leq \kappa \eta + 2\eta/\kappa + (\kappa^2/15)(2\eta/\kappa) < 3.5\kappa \eta, \\
|y(x)| &\leq \eta^2/6 + \kappa \eta \cdot 2\eta/\kappa + (2\eta/\kappa)^2/2 + (\kappa^2/30)(2\eta/\kappa)^2 < 4.5\eta^2
\end{align*}

for $|x| < \xi_1$, which contradicts the definition of $\xi_1$. Hence $\xi_1 \geq 2\eta/\kappa$; and (3.7) is valid for $|x| < 2\eta/\kappa$. On the circle $|x| = \eta/\kappa$,

$$|y(x)| \geq |\dot{y}(0)x| - |y(0)| - |x|^2/2 - |V(x)| \geq (1 - 1/6 - 1/2 - 1/30)\eta^2 > \eta^2/5.$$

In this way we obtain (1) and (2) with $\rho_0 = 1.2\eta/\kappa = 1.2\eta^2/|\dot{y}(0)|$, which completes the proof. \hfill \Box
LEMMA 3.2. Let \( w(z) \) be a solution of (V) (respectively, (V\(_0\)) with \( A(\mu, \theta_0) \) as in Theorem 2.1 along the curve \( \Gamma_0(\theta_0) \), and set \( \Delta_0 := \inf\{|w(z) - \mu|; z \in \Gamma_0(\theta_0)\} \). Then there exist positive numbers \( T_0 \) and \( \Delta \leq \Delta_0/3 \) such that the following assertions are valid for every \( s \in \mathcal{R}(C \setminus \{0\}) \) satisfying \(|s| \geq T_0 :  

(1) if \(|w(s) - \mu| \leq \Delta, then \(|w(z) - \mu| \geq 2\Delta on the circle \(|z - s| = \delta_s ;\)
(2) \( w(z) \neq 1 \) in the disk \(|z - s| \leq \delta_s .\)

Here \( \delta_s \) is some positive number satisfying

\[
\delta_s^{-1} \leq C_0(1 + |w'(s)|), \quad \delta_s \leq C_0
\]

(respectively, \( \delta_s^{-1} \leq C_0|s|^{-1/2}(1 + |s|^{-1/2}|w'(s)|), \quad \delta_s \leq C_0|s|^{1/2} \leq |s|) ,
\]

\( C_0 > 0 \) being independent of \( s . \)

PROOF. Suppose that \( w(z) \) satisfies (V) and put \( z = s + hx, w(z) = y(x) + \mu. \) We may take \( h \) such that \((h^2/2)(\mu + 1)/|\mu - 1| = 1, \) since \( \mu \neq 0, \pm 1. \) For \(|x| < 1 \) and \(|y(x)| < \min\{|\mu|, |\mu - 1|, 1/2\} , \) write the equation of \( y(x) \) in the form (3.1). Set \( K := 1/(2|\mu|) + 1/|\mu - 1| + 1. \) Then, choose \( T_0 > 1 \) and \( R_0 < \min\{|\mu|, |\mu - 1|, 1/2\} \) in such a way that (3.2) is valid if \(|s| \geq T_0. \) Using Lemma 3.1 with

\[
\eta = \min\{R_0^{1/2}/3, K^{-1/2}/30, |\mu - 1|^{1/2}/4, (10\Delta_0/3)^{1/2}\}
\]

we can verify (1) and (2) with \( \Delta = \eta^2/10 \leq \Delta_0/3 \) and \( \delta_s = (5/6)\rho_0|h|. \) Indeed \( w(z) \neq 1 \) follows from \(|w(z) - \mu| \leq 8\eta^2 \leq |\mu - 1|/2. \) If \( w(z) \) is a solution of (V\(_0\)), we put \( z = s + h_s x, w(z) = y(x) + \mu, \) where \((-1/8)h_s^2\mu/s = 1. \) By an analogous argument with \( \delta_s = (5/6)\rho_0|h_s| \cong (5/6)\rho_0|s|^{1/2}, \) we obtain the lemma, where the constant \( T_0 \) is retaken larger so that \( \delta_s \leq |s| \) if necessary. \( \square \)

Recall the following fact (cf. [6, Lemma 1.4], [11, Lemma 2.4], see also [10]):

LEMMA 3.3. Let \( w(z) \) be a solution of (V) (respectively, (V\(_0\))), and let \( \Gamma(z_0, z) \) be a curve on \( \mathcal{R}(C \setminus \{0\}) \) joining \( z_0 \) to \( z. \) Then the function

\[
\Phi(\mu, z) := \frac{z^2 w'(z)^2}{w(z)(w(z) - 1)^2} - \frac{2\alpha w(z)}{w(z)} + \frac{2\beta}{w(z)} + \frac{2\gamma z}{w(z) - 1} + \frac{2(1 - \mu)z w'(z)}{(w(z) - 1)(w(z) - \mu)}
\]

(respectively, \( := \frac{z^2 w'(z)^2}{w(z)(w(z) - 1)^2} - \frac{2\alpha w(z)}{w(z)} + \frac{2\beta}{w(z)} + \frac{2(1 - \mu)z w'(z)}{(w(z) - 1)(w(z) - \mu)} - \frac{z/4}{w(z) - 1} \))
is expressible in the form

\[
\Phi(\mu, z) = E(z_0, z)\Phi(\mu, z_0) - 2(1 - \mu)^2 \left( \frac{w(z)}{(w(z) - \mu)^2} - \frac{E(z_0, z)w(z_0)}{(w(z_0) - \mu)^2} \right) \tag{3.10}
\]

\[
- \int_{\Gamma(z_0, z)} \frac{E(z_0, z)}{E(z_0, t)} \left( \frac{2(1 - \mu)^3 w(t)(w(t) - 1)w(t) + \mu}{(w(t) - \mu)^4} - \frac{\Xi(t, w(t))}{(w(t) - \mu)^2} \right) \, \frac{dt}{t},
\]

provided that \( w(t) \neq \mu \) along \( \Gamma(z_0, z) \). Here

\[
E(z_0, t) := \exp \left( (1 - \mu) \int_{\Gamma(z_0, t)} \frac{(w(\tau) - 1)(w(\tau) + \mu) \, d\tau}{(w(\tau) - \mu)^2} \right)
\]

with \( \Gamma(z_0, t) \subset \Gamma(z_0, z) \), and

\[
\Xi(z, w) := 4(1 - \mu)(w - 1)(\alpha\mu w - \beta) - 2\gamma z((1 - 2\mu)w + \mu) + 2\mu z^2w
\]

(respectively, \( := 4(1 - \mu)(w - 1)(\alpha\mu w - \beta) + (z/4)((1 - 2\mu)w + \mu) \)).

Then we have

**Lemma 3.4.** Let \( w(z) \) be a solution of \((V)\) (respectively, \((V_0)\)) with \( A(\mu, \theta_0) \) as in Theorem 2.1 along \( \Gamma_0(\theta_0) \). Then there exists a positive number \( K_0 \) such that \(|\Phi(\mu, z)| \leq K_0|z|^2\) (respectively, \(|\Phi(\mu, z)| \leq K_0|z|\)) along \( \Gamma_0(\theta_0) \).

**Proof.** If \( w(z) \) is a solution of \((V)\), then

\[
\Psi(z) := \frac{z^2w'(z)^2}{w(z)(w(z) - 1)^2} - 2\alpha w(z) + \frac{2\beta}{w(z)} + \frac{2\gamma z}{w(z) - 1} + \frac{z^2w(z)}{(w(z) - 1)^2} \tag{3.12}
\]

satisfies

\[
\Psi'(z) = \frac{2\gamma}{w(z) - 1} + \frac{2zw(z)}{(w(z) - 1)^2}
\]

(cf. [10, (4.5), (4.6)]), so that, for any \( z \in \Gamma_0(\theta_0) \),

\[
\Psi(z) = \Psi_0 + \int_{\Gamma_0(\theta_0)(z)} \left( \frac{2\gamma}{w(t) - 1} + \frac{2tw(t)}{(w(t) - 1)^2} \right) \, dt, \tag{3.13}
\]

where \( \Gamma_0(\theta_0)(z) \) denotes the part of \( \Gamma_0(\theta_0) \) from its starting point to \( z \), and \( \Psi_0 \) is some complex constant. Using \( A(\mu, \theta_0) \), from (3.13) we derive \( \Psi(z) \ll |z|^2 \) along \( \Gamma_0(\theta_0) \). Then (3.12) gives

\[
\frac{zw'(z)}{w(z) - 1} = \left( 2\alpha w(z)^2 - 2\beta - 2\gamma zw(z) \frac{w(z)}{w(z) - 1} - \frac{z^2w(z)^2}{(w(z) - 1)^2} + w(z)\Psi(z) \right)^{1/2}
\]

\[
\ll |w(z)| + |z|(1 + |w(z)|^{1/2}),
\]

which implies \( zw'(z)(w(z) - 1)^{-1}(w(z) - \mu)^{-1} \ll |z| \). Hence, by (3.9),

\[
\Phi(\mu, z) = \Psi(z) - \frac{2(1 - \mu)zw'(z)}{(w(z) - 1)(w(z) - \mu)} \ll |z|^2
\]

along \( \Gamma_0(\theta_0) \). In case \( w(z) \) satisfies \((V_0)\), using

\[
\Psi(z) := \frac{z^2w'(z)^2}{w(z)(w(z) - 1)^2} - 2\alpha w(z) + \frac{2\beta}{w(z)} - \frac{z/4}{w(z) - 1}
\]
and $\Psi'(z) = -(1/4)(w(z) - 1)^{-1}$, we obtain $\Psi(z) \ll |z|$ in a similar way.

3.2. Construction of a curve. Let $w(z)$ be a solution of (V) (respectively, $(V_0)$) with $A(\mu, \theta_0)$ as in Theorem 2.1 along $\Gamma_0(\theta_0)$, and let $\lambda > 0$ be a given number.

**Lemma 3.5.** For every $\sigma \in \mathcal{R}(\mathbb{C} \setminus \{0\})$ satisfying $w(\sigma) = 1$, $|\sigma| \geq T_0$ and $|\arg(\sigma - e^{i\theta}/2) - \theta_0| \leq \lambda \pi/2$, there exists a curve $\Gamma_\sigma \subset \mathcal{R}(\mathbb{C} \setminus \{0\})$ with the properties:

1. $\Gamma_\sigma$ starts from $z_\sigma \in \Gamma_0(\theta_0)$ with $|z_\sigma| \leq 2|\sigma|$ and ends at $\sigma$;
2. for any $z \in \Gamma_\sigma$, $|z| \geq |\sigma|$;
3. the length of $\Gamma_\sigma$ does not exceed $(\lambda + 1)\pi^2|\sigma|$;
4. $|w(z) - \mu| > \Delta$ along $\Gamma_\sigma$.

Here $T_0$ and $\Delta$ are the constants as in Lemma 3.2.

**Proof.** The argument in constructing $\Gamma_\sigma$ is similar to that of the proof of [11, Lemma 2.3]. In the proof of this lemma, for a curve $\Gamma \ni b, b'$, we denote by $\Gamma(b, b')$ the part of $\Gamma$ from $b$ to $b'$. For $\sigma$ as in the lemma, take $s_0 \in \Gamma_0(\theta_0)$ such that $|s_0| = |\sigma|$. Then $|w(s_0) - \mu| \geq \Delta_0 > 2\Delta$. We may suppose that $|\arg(s_0 - \theta_0| < \pi/4$. On $\mathcal{R}(\mathbb{C} \setminus \{0\})$, draw the arc $S(\sigma)$ with $\arg s_0 \leq \theta \leq \arg \sigma (= \theta_0 + (\lambda + 1)\pi/2)$ or $(\theta_0 - (\lambda + 1)\pi/2 \leq \arg \sigma \leq \theta \leq \arg s_0$, which joins $s_0$ to $\sigma$. The curve $\Gamma_\sigma$ is constructed by step-by-step modification of $S$. If $|w(z) - \mu| > \Delta$ along $S$, then $S$ is the desired curve with the starting point $z_\sigma = s_0$. Now suppose that $|w(z) - \mu| > \Delta$ is not always valid along $S$. Start from $s_0$ and proceed along $S$. Let $s_1 \in S$ be the first point satisfying $|w(s_1) - \mu| = \Delta$ that we meet. By virtue of Lemma 3.2, we may draw a circle $c_1 : |z - s_1| = \delta_{s_1}$ such that $|w(z) - \mu| \geq 2\Delta$ on $c_1$ and that $\sigma$ is outside $c_1$. Let $\tau_1 := \{z \in c_1 : |z| \geq |\sigma|\}$. Consider the case where $\tau_1 \cap \Gamma_0(\theta_0) = \emptyset$. Then $S \cap \tau_1$ is written in the form $\{b_1^-, b_1^+\}$, where $b_1^+ \in S(s_1, \sigma)$. Take the arcs $S(b_1^-, b_1^+) \subset S$ and $\tau_1(b_1^-, b_1^+) = \tau_1$, and define $S_1 := (S \setminus S(b_1^-, b_1^+)) \cup \tau_1(b_1^-, b_1^+)$, which starts from $z_\sigma = s_0$ and ends at $\sigma$. If $\tau_1 \cap \Gamma_0(\theta_0) \ni b_0$, then we take $S(b_0, b_1^+) \subset S$ with $b_1^+ \in S(s_1, \sigma) \cap \tau_1$ and $\tau_1(b_0, b_1^+) \subset \tau_1$, and set $S_1 := (S \setminus S(b_0, b_1^+)) \cup \tau_1(b_0, b_1^+)$, whose starting point $z_\sigma = b_0$ satisfies $|z_\sigma| \leq |\sigma| + |\delta_{s_1}| \leq 2|\sigma|$. If $|w(z) - \mu| > \Delta$ along $S_1$, then $S_1$ is the desired curve. Otherwise, restart from $b_1^-$ and proceed along $S_1$ until we find the point $s_2$ such that $|w(s_2) - \mu| = \Delta$. Then, by Lemma 3.2 again, we draw a circle $c_2 : |z - s_2| = \delta_{s_2}$ such that $|w(z) - \mu| \geq 2\Delta$ on $c_2$ and that $\sigma$ is outside $c_2$. Let $\tau_2 := \{z \in c_2 : |z| \geq |\sigma|\}$. If $\tau_2 \cap \Gamma_0(\theta_0) = \emptyset$, then we write $S_1 \cap \tau_2 = \{b_2^-, b_2^+\}$ with $b_2^+ \in S(s_2, \sigma)$, and get $S_2 := (S_1 \setminus S(b_2^-, b_2^+)) \cup \tau_2(b_2^-, b_2^+)$. In the complementary case $\tau_2 \cap \Gamma_0(\theta_0) \ni b_0^*$ as well, a new curve $S_2$ may be obtained by the same way as in the second case of $S_1$. If $S_2$ is not a satisfactory curve, restart from $b_2^+$ and repeat this procedure. As far as there exists a point $s_k \in S_{k-1}$ such that $|w(s_k) - \mu| = \Delta$, we replace $S_{k-1}$ by a new curve $S_k$ obtained by using Lemma 3.2. As a matter of fact we need not repeat this replacement infinitely many times. Indeed, if there exists an infinite sequence of circles $c_k : |z - s_k| = \delta_{s_k}$ with the properties $|w(s_k) - \mu| = \Delta$ and $\sum_{k=1}^{\infty} \delta_{s_k} < (\lambda + 1)\pi$, then, by (3.8), we may choose a sequence $s_{j_k} \rightarrow s* \in S$ satisfying $w(s_{j_k}) \rightarrow w* \neq \infty$ and $w'(s_{j_k}) \rightarrow \infty$ as $j \rightarrow \infty$, which gives a contradiction $w(s_k) = w*$, $w'(s_k) = \infty$. Therefore, after repeating this procedure finitely many times, we get $\Gamma_\sigma$ as in the lemma.\[\square\]
3.3. Proof of Theorem 2.1 for \( a = 1 \). The assertion of Theorem 2.1 for \( a = 1 \) is immediately derived from the following:

**Proposition 3.6.** Let \( w(z) \) be a solution of \((V)\) (respectively, \((V_0)\)) with \( A(\mu, \theta_0) \) as in Theorem 2.1. Then, for every \( \sigma \in \mathcal{R}(\mathbb{C} \setminus \{0\}) \) satisfying \( w(\sigma) = 1, |\sigma| \geq \theta_0 \) and 
\[
\text{arg}(\sigma - e^{i\theta_0}/2 - \theta_0) \leq \lambda \pi/2,
\]
there exists a disk \( B(\sigma) : |z - \sigma| < \varepsilon_0 \) (respectively, \( |z - \sigma| < \varepsilon_0|\sigma|^{1/2} \)) such that \( w(z) \neq 1 \) for \( z \in B(\sigma) \setminus \{\sigma\} \), where \( \varepsilon_0 \) is a constant independent of \( \sigma \).

The remaining part of this section is devoted to the proof of this proposition. Suppose that \( w(z) \) is a solution of \((V)\). Let \( \sigma \) be a point as in Proposition 3.6, and let \( \Gamma_\sigma \) be the curve given by Lemma 3.5. For \( t \in \Gamma_\sigma \), function (3.11) with \( \Gamma(z_0, t) = \Gamma_\sigma(t) \) and \( z_0 = \sigma \) satisfies \( E(\sigma, t)^{\pm 1} \ll 1 \), because, by Lemma 3.5,
\[
\left| \int_{\Gamma(t)} \frac{(w(\tau) - 1)(w(\tau) + \mu)}{(w(\tau) - \mu)^2} d\tau \right| \ll \left| \int_{\Gamma(t)} \frac{d\tau}{\tau} \right| \ll \frac{1}{|\sigma|} \int_{\Gamma(t)} |d\tau| \ll \frac{(\lambda + 1)^2|\sigma|}{|\sigma|} \ll 1,
\]
where \( \Gamma(t) \) denotes the part of \( \Gamma_\sigma \) from \( \sigma \) to \( t \). Then (3.10) combined with Lemma 3.4 gives \( |\Phi(\mu, \sigma)| \leq K_0^2|\sigma|^2 \), where \( K_0 > 0 \) is independent of \( \sigma \). Furthermore, using (3.10) and (3.11) with \( \Gamma(z_0, z) = [\sigma, z] \), we may show that
\[
|\Phi(\mu, z)| \leq K_1|\sigma|^2
\]
is valid if \( |z - \sigma| < 1 \) and if \( |w(z) - 1| \leq \min\{1, |1 - \mu|/2\} \), where \( K_1 > 0 \) is independent of \( \sigma \). We substitute \( w(z) = 1 + v(z) \) into (3.9) to find
\[
v'(z)^2 + f_1(z, v(z))v'(z) + 1 + f_2(z, v(z), \Phi(\mu, z)) = 0,
\]
where
\[
f_1(z, v) \ll |z|^{-1}|v|, \quad f_2(z, v, \Phi) \ll |v| + |z|^{-2}|v|^2|\Phi|
\]
for \( |z| \geq 1 \) and for \( |v| \leq \min\{1, |1 - \mu|/2\} \). Hence, by (3.14),
\[
v'(z) = \pm 1 + F(z, v(z), \Phi(\mu, z))
\]
with
\[
|F(z, v(z), \Phi(\mu, z))| \leq C_1(|v(z)| + |\sigma|^{-2}|v(z)|^2|\Phi(\mu, z)|) \leq C_1(1 + K_1)|v(z)|
\]
if \( |z - \sigma| < 1 \) and if \( |v(z)| \leq \min\{1, |1 - \mu|/2\} \), where \( C_1 > 0 \) is independent of \( \sigma \). Choose \( \varepsilon_1 > 0 \) so small that \( C_1(1 + K_1)\varepsilon_1 \leq 1/2 \) and that \( \varepsilon_1 < (1/2) \min\{1, |1 - \mu|/2\} \). Let \( \rho_\sigma := \sup\{\rho < 1 : |v(z)| < \varepsilon_1 \text{ for } |z - \sigma| < \rho\} \). Then, from (3.15) it follows that 
\[
1/2 \leq |v(z)| \leq 3/2 \text{ for } |z - \sigma| < \rho_\sigma \text{ and that } (1/2)|z - \sigma| \leq |v(z)| \leq (3/2)|z - \sigma| < (3/2)\rho_\sigma.
\]
If \( (3/2)\rho_\sigma < \varepsilon_1 \), this contradicts the definition of \( \rho_\sigma \). Consequently we conclude that \( \rho_\sigma \geq \varepsilon_0 := (2/3)\varepsilon_1 \), and that \( (1/2)|z - \sigma| \leq |w(z) - 1| \leq (3/2)|z - \sigma| \) for \( |z - \sigma| \leq \varepsilon_0 \). Consequently we obtain \( B(\sigma) \) as desired.

In the case where \( w(z) \) is a solution of \((V_0)\), by an analogous argument, we have, instead of (3.14), \( |\Phi(\mu, z)| \leq K_1|\sigma| \) for \( |z - \sigma| < |\sigma|^{1/2} \) as far as \( |w(z) - 1| \leq \min\{1, |1 - \mu|/2\} \).
Putting $w(z) = 1 + u(z)^2$, we derive, from (3.9), that

$$u'(z) = \pm z^{-1/2}/4 + G(z, u(z), \Phi(\mu, z))$$

with $G(z, u, \Phi) \ll |z|^{-1/2}|u|^2 + |z|^{-1}|u| + |z|^{-3/2}|u|^2|\Phi|$ for $|z| \geq 1$ and for $|u|^2 \leq \min\{1, |1 - \mu|/2\}$. Then $U(z) := \sigma^{1/2}u(z)$ satisfies

$$U'(z) = \pm 1/4 + H(z, U(z), \Phi(\mu, z))$$

with

$$|H(z, U(z), \Phi(\mu, z)| \leq C_2(|\sigma|^{-1} + |\sigma|^{-1/2}|U(z)|) + |\sigma|^{-1/2}|U(z)|^2|\Phi(\mu, z)|)$$

if $|z - \sigma| < |\sigma|^{1/2}$ and if $|\sigma^{-1}U(z)^2| \leq \min\{1, |1 - \mu|/2\}$, where $C_2$ is independent of $\sigma$. Choose $\varepsilon_2 > 0$ (and, if necessary, $T_0$) so that $C_2(T_0^{-1} + (1 + K_1)\varepsilon_2) \leq 1/8$ and that $\varepsilon_2 < (1/2)\min\{1, |1 - \mu|/2\}$. Then $1/8 \leq |U(z)| \leq 3/8$ as far as $|z - \sigma| < \rho_{ss}$, $|\sigma| \geq T_0$, where $\rho_{ss} := \sup\{\rho < |\sigma|^{1/2} ; |\sigma^{-1/2}U(z)| < \varepsilon_2$ for $|z - \sigma| < \rho\}$. Using this fact, we find $(1/8)^2|\sigma|^{-1}|z - \sigma|^2 \leq |w(z) - 1| \leq (3/8)^2|\sigma|^{-1}|z - \sigma|^2$ for $|z - \sigma| < \varepsilon_0|\sigma|^{1/2}$ with $\varepsilon_0 := (8/3)\varepsilon_2$. Thus we obtain Proposition 3.6.

4. Proofs of Theorem 2.1 for $a \neq 1$ and Theorem 2.2. Let $\lambda$ and $\theta_0$ be as in Section 2, and let $w(z)$ be a solution of (V) or (V_0). We need the following facts concerning value distribution in a sector (cf. [12, Lemma 4.2 and Proposition 5.1], [13, Lemmas 6.1 and 6.3]).

**Lemma 4.1.** For every $a \in \mathbb{C}$, $T^{\theta_0}_\lambda(r, 1/(w - a)) = T^{\theta_0}_\lambda(r, w) + O(1)$.

**Lemma 4.2.** $m^{\theta_0}_\lambda(r, 1/(w - 1)) \ll \log r$.

4.1. **Proof of Theorem 2.2.** From Lemmas 4.1 and 4.2 it follows that

$$T^{\theta_0}_\lambda(r, w) = T^{\theta_0}_\lambda(r, 1/(w - 1)) + O(1)$$

(4.1)

$$m^{\theta_0}_\lambda(r, 1/(w - 1)) + N^{\theta_0}_\lambda(r, 1/(w - 1)) + O(1)$$

$$= N^{\theta_0}_\lambda(r, 1/(w - 1)) + O(\log r).$$

Suppose that $w(z)$ is a solution of (V) with $A(\mu, \theta_0)$ as in Theorem 2.1. Since $\Omega(\theta_0, \lambda, r) \subset \Sigma(\theta_0, \lambda, r)$ (cf. (2.1)),

$$N^{\theta_0}_\lambda(r, 1/(w - 1)) \leq v^{\theta_0}_\lambda(r, \infty, 1/(w - 1)) = v^{\theta_0}_\lambda(r, 1, w) \ll r^2.$$
implies \( N_{\lambda}^{0}(r, 1/(w - a)) \leq T_{\lambda}^{0}(r, 1/(w - a)) = T_{\lambda}^{0}(r, w) + O(1) \ll r^{2-1/\lambda} \). Combining this with

\[
N_{\lambda}^{0}(2r, 1/(w - a)) \geq \frac{1}{\lambda} \int_{r}^{2r} \frac{n_{\lambda}^{0}(t, 1/(w - a))}{t^{1+1/\lambda}} dt
\]

we have \( n_{\lambda}^{0}(r, 1/(w - a)) \ll r^{2} \) for each \( \lambda > 1 \). Note that \( \Sigma(\theta_{0}, \tilde{\lambda}/2, 2^{-\tilde{\lambda}/2}r) \subset \Omega(\theta_{0}, \tilde{\lambda}, r) \) for \( \tilde{\lambda} > 2 \), which follows from (2.1) with \( \lambda = \tilde{\lambda}, \lambda' = \tilde{\lambda}/2 \). Then \( v_{\lambda}^{0}(2^{-\tilde{\lambda}/2}r, a, w) \leq n_{\lambda}^{0}(r, 1/(w - a)) \). We replace \( (\tilde{\lambda}, r) \) by \( (2\lambda, 2\lambda^{2}r) \) to obtain \( v_{\lambda}^{0}(r, a, w) \ll r^{2} \) for \( \lambda > 1 \). For a solution of (V0), by using \( T_{\lambda}^{0}(r, w) \ll r^{1-1/\lambda} \), the estimate \( v_{\lambda}^{0}(r, a, w) \ll r \) is derived in a similar way. Thus Theorem 2.1 is verified.

5. The third Painlevé transcendents. The argument developed above is also applicable to the third Painlevé equation

\[
(III) \quad w''' = \frac{(w')^{2}}{w} - \frac{w'}{z} + \frac{1}{z}(\alpha w^{2} + \tilde{\alpha}) + \beta w^{3} + \tilde{\beta} w
\]

with \( \alpha, \tilde{\alpha}, \beta, \tilde{\beta} \in C \). We may suppose both \( (\alpha, \beta) \neq (0, 0) \) and \( (\tilde{\alpha}, \tilde{\beta}) \neq (0, 0) \); otherwise this is solvable by quadrature. For \( \tilde{\mu} \in C \setminus \{0\} \) we say that a solution \( w(z) \) satisfies the condition \( A_{0}(\tilde{\mu}, \theta_{0}) \) (respectively, \( A_{\infty}(\tilde{\mu}, \theta_{0}) \)) if there exists a curve \( \Gamma_{0}(\theta_{0}) : z = re^{i\theta(r)}, r \geq 1 \) such that \( \theta(r) \to \theta_{0} \) as \( r \to +\infty \) and that \( w(z) \) and \( 1/(w(z) - \tilde{\mu}) \) (respectively, \( 1/w(z) \) and \( 1/(w(z) - \tilde{\mu}) \)) are bounded along \( \Gamma_{0}(\theta_{0}) \). For a solution of (III) as well, we define \( v_{\lambda}^{0}(r, a, w) \) as in Section 2.

**Theorem 5.1.** Suppose \( (\beta, \tilde{\beta}) \neq (0, 0) \) (respectively, \( \beta = \tilde{\beta} = 0 \) and \( \alpha \tilde{\alpha} \neq 0 \)). Let \( w(z) \) be a solution of (III) satisfying \( A_{0}(\mu, \theta_{0}) \) (respectively, \( A_{\infty}(\mu, \theta_{0}) \)) for some \( (\mu, \theta_{0}) \in (C \setminus \{0\}) \times R \) with \( \beta \mu^{2} + \tilde{\beta}/\mu \neq 0 \) (respectively, \( \alpha \mu^{2} + \tilde{\alpha} \neq 0 \)). Then, for each \( a \in C \cup \{\infty\} \) and for each \( \lambda > 0 \),

\[
v_{\lambda}^{0}(r, a, w) \ll r^{2} \quad \text{(respectively, } v_{\lambda}^{0}(r, a, w) \ll r \text{)},
\]

\[
T_{\lambda}^{0}(r, w) \ll r^{2-1/\lambda} + \log r \quad \text{(respectively, } T_{\lambda}^{0}(r, w) \ll r^{1-1/\lambda} + \log r \text{)}
\]

as \( r \to +\infty \), where the implied constants depend on \( \lambda \), and \( \sigma_{\lambda}^{0}(a, w) \leq \max(2 - 1/\lambda, 0) \) (respectively, \( \sigma_{\lambda}^{0}(a, w) \leq \max(1 - 1/\lambda, 0) \)).

**5.1. Outline of the proof of Theorem 5.1.** We may suppose that \( w(z) \) satisfies \( A_{0}(\mu, \theta_{0}) \) along \( \Gamma_{0}(\theta_{0}) \), because \( 1/w(z) \) is a solution of (III) with \( (-\tilde{\alpha}, -\alpha, -\tilde{\beta}, -\beta) \). Using \( \beta \mu^{2} + \tilde{\beta}/\mu \neq 0 \) or \( \alpha \mu^{2} + \tilde{\alpha} \neq 0 \), we have the following instead of Lemma 3.2.

**Lemma 5.2.** Suppose \( (\beta, \tilde{\beta}) \neq (0, 0) \) (respectively, \( \beta = \tilde{\beta} = 0 \) and \( \alpha \tilde{\alpha} \neq 0 \)), and set \( \Delta_{0} := \inf(|w(z) - \mu| ; z \in \Gamma_{0}(\theta_{0})) \). Then there exist positive numbers \( T_{0} \) and \( \Delta \leq \Delta_{0}/3 \) such that the following assertions are valid for every \( s \in R(C \setminus \{0\}) \) satisfying \( |s| \geq T_{0} \):
(1) if \( |w(s) - \mu| \leq \Delta \), then \( |w(z) - \mu| \geq 2\Delta \) on the circle \( |z - s| = \delta_s \);  
(2) \( w(z) \neq 0, \infty \) in the disk \( |z - s| \leq \delta_s \).

Here \( \delta_s \) is some positive number satisfying \( \delta_s^{-1} \leq C_0(1 + |w'(s)|), \delta_s \leq C_0 \) (respectively, \( \delta_s^{-1} \leq C_0|s|^{-1/2}(1 + |s|^{-1/2}|w'(s)|), \delta_s \leq C_0|s|^{1/2} \leq |s| \)), \( C_0 > 0 \) being independent of \( s \).

Instead of (3.9) we employ

\[
\Phi(\mu, z) := \psi(z) + \frac{4zw'(z)}{w(z) - \mu}
\]

with

\[
\psi(z) := \frac{z^2w'(z)^2}{w(z)^2} - \frac{2zw'(z)}{w(z)} - 2\alpha zw(z) - \beta z^2w(z)^2 + \frac{2\alpha z}{w(z)} + \frac{\beta z^2}{w(z)^2}
\]

(cf. [7], [10]). These functions satisfy

\[
\Phi'(\mu, z) + \frac{4\mu z^{-1}w(z)}{(w(z) - \mu)^2} \Phi(\mu, z) = -8\mu \left( \frac{w(z)}{(w(z) - \mu)^2} \right)'
\]

\[
- \frac{4}{(w(z) - \mu)^2} ((\alpha \mu w(z) - \tilde{\alpha})(w(z) + \mu) + \beta \mu z w(z)^2) - \tilde{\beta} z
\]

\[
\psi'(z) = -4\alpha w(z) - 4\beta zw(z)^2,
\]

which yield integral expressions for \( \Phi(\mu, z) \) and \( \psi(z) \) corresponding to (3.10) and (3.13), respectively. Using them together with \( A_0(\mu, \theta_0) \), we may prove the following facts instead of Lemmas 3.4 and 3.5:

**Lemma 5.3.** Suppose \( (\beta, \tilde{\beta}) \neq (0, 0) \) (respectively, \( \beta = \tilde{\beta} = 0 \) and \( \alpha \tilde{\alpha} \neq 0 \)). Then there exists a positive number \( K_0 \) such that \( |\Phi(\mu, z)| \leq K_0|z|^2 \) (respectively, \( |\Phi(\mu, z)| \leq K_0|z| \)) along \( \Gamma_0(\theta_0) \).

**Lemma 5.4.** For every pole or zero \( \sigma \in \mathcal{R}(C \setminus \{0\}) \) satisfying \( |\sigma| \geq T_0 \) and \( |\text{arg}(\sigma - e^{i\theta_0}/2) - \theta_0| \leq \lambda \pi/2 \), there exists a curve \( \Gamma_\sigma \subset \mathcal{R}(C \setminus \{0\}) \) with the same properties as in Lemma 3.5, where \( T_0 \) and \( \Delta \) are as in Lemma 5.2.

By these lemmas we have

**Proposition 5.5.** (1) Suppose \( \beta \neq 0 \) (respectively, \( \beta = \tilde{\beta} = 0 \) and \( \alpha \tilde{\alpha} \neq 0 \)). Then, for every pole \( \sigma \in \mathcal{R}(C \setminus \{0\}) \) satisfying \( |\sigma| \geq T_0 \) and \( |\text{arg}(\sigma - e^{i\theta_0}/2) - \theta_0| \leq \lambda \pi/2 \), there exists a disk \( B(\sigma) : |z - \sigma| < \varepsilon_0 \) (respectively, \( |z - \sigma| < \varepsilon_0|\sigma|^{1/2} \)) such that \( w(z) \neq \infty \) for \( z \in B(\sigma) \setminus \{\sigma\} \), where \( \varepsilon_0 \) is a constant independent of \( \sigma \).

(2) Under the supposition \( \tilde{\beta} \neq 0 \), for every zero \( \sigma \in \mathcal{R}(C \setminus \{0\}) \) satisfying \( |\sigma| \geq T_0 \) and \( |\text{arg}(\sigma - e^{i\theta_0}/2) - \theta_0| \leq \lambda \pi/2 \), there exists a disk \( B(\sigma) : |z - \sigma| < \varepsilon_0 \) such that \( w(z) \neq 0 \) for \( z \in B(\sigma) \setminus \{\sigma\} \).

This is derived by an argument analogous to that in the proof of Proposition 3.6. For instance, in the case where \( \beta = \tilde{\beta} = 0 \) and \( \alpha \tilde{\alpha} \neq 0 \), we have

\[
w'(z) = \pm (2\alpha)^{1/2} z^{-1/2} w(z)^{3/2} + O(|z^{-1/2} w(z)| + |z^{-3/2} w(z)|^{1/2} \Phi(\mu, z))
\]
if \(|w(z)| \) and \(|z| \) are sufficiently large. Then, by virtue of Lemmas 5.3 and 5.4, for every pole \(\sigma\) such that \(|\sigma|\) is sufficiently large, the function \(U(z) = \sigma^{1/2} w(z)^{-1/2}\) satisfies \(1/2 \leq |\sigma/2|^{-1/2} |U'(z)| \leq 3/2\) if \(|z - \sigma| < |\sigma|^{1/2}\) and if \(|\sigma^{-1/2} U(z)| < \varepsilon_3\), where \(\varepsilon_3\) is independent of \(\sigma\). Using this fact, we obtain the disk \(B(\sigma) : |z - \sigma| < \varepsilon_0 |\sigma|^{1/2}\).

As an immediate consequence of this proposition, if, for example, \((\beta, \tilde{\beta}) \neq (0, 0)\), we have \(v_{\lambda}^{(0)}(r, \infty, w) \ll r^2 \) or \(v_{\lambda}^{(0)}(r, 0, w) \ll r^2\), and hence \(N_{\lambda}^{(0)}(r, w) \ll r^{2-1/\lambda} + \log r\) or \(N_{\lambda}^{(0)}(r, 1/w) \ll r^{2-1/\lambda} + \log r\). This yields \(T_{\lambda}^{(0)}(r, w) \ll r^{2-1/\lambda} + \log r\) (cf. [12, p. 103 and Section 5.2]), which is also verified by using \(m_{\lambda}^{(0)}(r, w) \ll \log r\) or \(m_{\lambda}^{(0)}(r, 1/w) \ll \log r\).

Then we obtain Theorem 5.1 by the same argument as in Section 4.2.
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