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1. Let \( f(z) \) be a meromorphic function in the plane \( |z| < +\infty \), \( T(r, f) \) Nevanlinna's characteristic function of \( f(z) \) and

\[
M(r, f) = \max_{|z|=r} |f(z)|.
\]

We define the order \( \mu \) and the lower order \( \lambda \) of \( f(z) \) as follows:

\[
\mu = \lim_{r \to \infty} \frac{\log T(r, f)}{\log r}, \quad \lambda = \lim_{r \to \infty} \frac{\log T(r, f)}{\log r}.
\]

If \( f(z) \) is an integral function, we may define the order \( \mu \) and the lower order \( \lambda \) of \( f(z) \) by using \( \log M(r, f) \) instead of \( T(r, f) \). About a composite function of integral functions \( f(z) \) and \( g(z) \), Pólya [4] proved the following theorem.

PÓLYA'S THEOREM. If \( f(z) \) and \( g(z) \) are integral functions and if \( g(f(z)) \) is an integral function of finite order, then there are only two possible cases: either

(a) the internal function \( f(z) \) is a polynomial and the external function \( g(z) \) is of finite order; or else

(b) the internal function \( f(z) \) is not a polynomial but a function of finite order, and the external function \( g(z) \) is of zero order.

Ozawa [3] treated this theorem in detail and Baker [1] discussed the order of an integral function \( f(f(z)) \) in the case when \( f(z) \) is of order zero. In this paper we consider the converse problem of Pólya's theorem, that is, the problem to investigate the order of \( g(f(z)) \) under the condition (a) or (b). The main part will be the problem corresponding to the condition (b).

The author wishes to express his hearty thanks to Professor Toda for his kind discussions with the author.

2. About the case (a) of Pólya's theorem, it is obvious from the maximum
modulus principle that if \( g(z) \) is a transcendental integral function of finite order \( \mu \) and if \( f(z) \) is a polynomial of degree \( n \), then \( g(f(z)) \) is of order \( \mu n \).

3. From now on, we shall investigate the case (b). We start from the following.

**Lemma 1 (Valiron [5]).** Suppose that \( f(z) \) is a transcendental integral function of finite order. Let \( r = l(u) \) be the inverse function of \( u = M(r, f) \). Then, given \( \varepsilon > 0 \), there exists a constant \( A(\varepsilon) \) such that the equation \( f(z) = a \) has a root in the annulus

\[
l(|a|) \leq |z| \leq l(|a|)^{1+\varepsilon}
\]

provided that \( |a| > A(\varepsilon) \).

Using this lemma we can prove the following lemma which will be used in the proof of Theorem 1.

**Lemma 2.** Suppose that \( f(z) \) and \( g(z) \) are integral functions of finite order and put

\[
\log M(r, g(z)) \equiv (\log r)^{\rho(r)}.
\]

Then, for any \( \varepsilon > 0 \),

\[
\log \log M(r^{1+\varepsilon}, g(f(z))) \geq \varphi(M(r, f(z))) \log \log M(r, f(z))
\]

and

\[
\log \log M(r, g(f(z))) \leq \varphi(M(r, f(z))) \log \log M(r, f(z))
\]

for all sufficiently large values of \( r \).

**Proof.** By Lemma 1, given \( \varepsilon > 0 \), there exists a constant \( A(\varepsilon) \) such that the equation \( f(z) = a \) has a root in the annulus

\[
l(|a|) \leq |z| \leq l(|a|)^{1+\varepsilon}
\]

provided that \( |a| > A(\varepsilon) \). Now we choose a number \( r_0 \) such that

\[
M(r_0, f) > A(\varepsilon),
\]
and we take $p = p(r, f) = M(r, f)$ for any $r \geq r_0$. Then, there exists an $a_p$ such that $|a_p| = p$ and

$$\max_{|w| = p} |g(w)| = |g(a_p)|$$

and such that the equation $f(z) = a_p$ has a root in the annulus

$$r = (|a_p|) \leq |z| \leq (|a_p|)^{t + \varepsilon} = r^{t + \varepsilon}.$$

Thus, there exists a $z_0$ such that

$$|z_0| \leq r^{t + \varepsilon} \quad \text{and} \quad f(z_0) = a_p.$$

Therefore, we have

$$M(r^{t + \varepsilon}, g(f(z))) \leq |g(f(z_0))| = |g(a_p)| = M(p, g(w))$$

for all $r \geq r_0$, where $p = M(r, f(z))$. Hence we see

$$\log M(r^{t + \varepsilon}, g(f(z))) \geq \log M(p, g(w))$$

and

$$= (\log r)^{p(r)} = [\log M(r, f(z))]^{p(M(r, f(z)))}$$

and

$$\log \log M(r^{t + \varepsilon}, g(f(z))) \geq \phi(M(r, f(z))) \log \log M(r, f(z))$$

for all $r \geq r_0$.

On the other hand, by the maximum modulus principle, clearly we have

$$M(r, g(f(z))) \leq M(M(r, f(z)), g(w)).$$

Thus we obtain

$$\log \log M(r, g(f(z))) \leq \phi(M(r, f(z))) \log \log M(r, f(z)).$$

This proves Lemma 2.

We note that it is possible to show a similar result to Lemma 2 by Pólya's method (by using theorems of Schottky and Bohr).

Now we can prove the following theorem.

**Theorem 1.** Suppose that $f(z)$ is an integral function of positive and
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finite order $\mu$ and that $g(z)$ is a transcendental integral function of zero order. Then $g(f(z))$ is of infinite order if $f(z)$ has the positive lower order $\lambda$, and

$$\lim_{r \to \infty} \varphi(r) = \infty,$$

or if $f(z)$ is of zero lower order and

$$\lim_{r \to \infty} \varphi(r) = \infty.$$

PROOF. By (2), for any $\varepsilon > 0$, we have

$$\lim_{r \to \infty} \frac{\log \log M(r^{1+\varepsilon}, g(f)) - \log r^{1+\varepsilon}}{\log r^{1+\varepsilon}} \geq \frac{\varphi(M(r, f)) \log \log M(r, f)}{(1+\varepsilon) \log r}.$$

If $f(z)$ has the positive lower order $\lambda$ and $\lim_{r \to \infty} \varphi(r) = \infty$, then taking $\varepsilon = \frac{\lambda}{2}$, we see

$$\log M(r, f) > r^{1-\varepsilon} = r^{\lambda/2}$$

for all sufficiently large values of $r$. Thus

$$\lim_{r \to \infty} \frac{\log \log M(r^{1+\varepsilon}, g(f)) - \log r^{1+\varepsilon}}{\log r^{1+\varepsilon}} \geq \lim_{r \to \infty} \frac{\varphi(M(r, f)) \log r^{1/2}}{(1+(\lambda/2)) \log r}$$

$$= \frac{\lambda/2}{1+(\lambda/2)} \lim_{r \to \infty} \varphi(M(r, f)) = \infty,$$

since $M(r, f)$ is increasing, continuous and unbounded in $r$. If $f(z)$ is of finite positive order $\mu$ and of zero lower order and if

$$\lim_{r \to \infty} \varphi(r) = \infty,$$

then for any $\varepsilon > 0$, it holds that

$$\lim_{r \to \infty} \frac{\log \log M(r^{1+\varepsilon}, g(f)) - \log r^{1+\varepsilon}}{\log r^{1+\varepsilon}} \geq \frac{\varphi(M(r, f)) \log \log M(r, f)}{\log r^{1+\varepsilon}}$$

$$\geq \lim_{r \to \infty} \varphi(M(r, f)) \cdot \lim_{r \to \infty} \frac{\log \log M(r, f)}{(1+\varepsilon') \log r}$$
This proves Theorem 1.

4. In this section we shall show that conditions in Theorem 1 can not be weakened, that is, even if \( \lim_{r \to \infty} \varphi(r) = \infty \), the function \( g(f(z)) \) is not always of infinite order if \( f(z) \) is of zero lower order and if \( \lim_{r \to \infty} \varphi(r) \) is finite. (In this case, \( g(f(z)) \) is of order greater than or equal to \( \mu \). This is easily seen from the proof of Theorem 1.)

For that purpose, we have only to give an example.

First we construct two functions \( Y(R) \) and \( y(r) \) defined on \((0, \infty)\) which satisfy the following conditions, respectively:

\( Y(R) \) has the properties that \( \lim_{R \to \infty} Y(R) < +\infty \) and that \( (\log R)Y \) is increasing, convex of \( \log R \) and is of zero order and \( y(\log r) \) is increasing, convex in \( \log r \) and is of the order 1 and of the lower order zero.

(i) We put

\[
Y_1(R) = 2, \quad (0 < R \leq R_1),
\]

where \( R_1 \) is a fixed and sufficiently large value, for example, \( R_1 = e^4 + 1 \), and further we put

\[
y_1(r) = r, \quad (0 < r \leq r_1)
\]

where \( r_1 = R_1 \). Next we put

\[
y_2(r) = e^{r_1} - A_2, \quad (r_1 \leq r \leq r_2),
\]

where \( A_2 \) is determined by the equation \( y_1(r_1) = y_2(r_1) \), and \( r_2 \) is determined by the equation \( y_2(r_2) = \frac{1}{2} e^{r_1} \), whence

\[
A_2 = e^{r_1} - r_1 \quad \text{and} \quad r_2 = \log 2(e^{r_1} - r_1) > r_1.
\]

For this \( r_2 \), we take \( R_2 = \frac{1}{2} e^{r_1} \) and put

\[
Y_2(R) = 2, \quad (R_1 \leq R \leq R_2).
\]

We put
ORDER OF COMPOSITE FUNCTIONS

$y_3(r) = e^{r^2} r - A_3 \quad (r_3 \leq r \leq r_3),$

where $r_3$ will be determined after $R_3$ is determined and $A_3$ is determined by the equation $y_3(r_2) = y_3(r_3)$, so

$$A_3 = e^{r_3^2} r_3 - \frac{1}{2} e^{r_3} = e^{r_3^2} \left( r_3 - \frac{1}{2} \right).$$

We choose $r_{3,1}$ such that $y_3(r_{3,1}) = (r_{3,1})^2$. Hence

$$(r_{3,1})^2 = e^{r_3^2} r_{3,1} - e^{r_3^2} \left( r_3 - \frac{1}{2} \right),$$

$$(r_{3,1})^2 - e^{r_3^2} r_{3,1} + e^{r_3^2} \left( r_3 - \frac{1}{2} \right) = 0,$$

$$r_{3,1} = e^{r_3^2} + \sqrt{(e^{r_3^2})^2 - 4e^{r_3^2}(r_3 - (1/2))} (r_3).$$

For this $r_{3,1}$, we choose $R_{2,2}$ such that for any fixed $\epsilon > 0$,

$$R_{3,1} = (1 + \epsilon) R_{2,1},$$

where $R_{3,1} = y_3(r_{3,1}) = (r_{3,1})^2$. We put

$$Y_{3,1}(R) = 2, \quad (R_2 \leq R \leq R_{3,1}),$$

and

$$Y_{3,2}(R) = \begin{cases} 
2, & (R_{2,1} \leq R \leq R_{3,2}), \\
\log R - B_2, & (R_{3,2} \leq R \leq R_{3,3}),
\end{cases}$$

where $B_2$ is determined by the equation

$$Y_{3,2}(R_{3,3}) = 2,$$

so $B_2 = \log R_{3,2} - 2 > 2$. Next we choose $R_{3,3}$ such that

$$Y_{3,3}(R_{3,3}) = \frac{1}{2} \log R_{3,3}.$$

Thus

$$\log R_{3,3} - \log R_{3,2} + 2 = \frac{1}{2} \log R_{3,3}.$$
We next determine $Y_{3,3}(R)$, $(R_{2,3} \leq R \leq R_3)$ such that
\[ R^{Y_{3,3}(R)} = k_3 R - B_3, \quad (R_{2,3} \leq R \leq R_{3,1}), \]
where $k_3 = \left( \frac{2 \log R - B_3}{R_{2,3}} \right) R_{2,3}^{-1} \log R_{2,3}$ is the derivative of $R^{Y_{3,3}(R)}$ at the point $R_{2,3}$, and $B_3$ is determined by the equation
\[ R_{2,3}^{\frac{Y_{3,3}(R_{2,3})}{R_{2,3}^{1/2}}} = k_3 R_{2,3} - B_3 = R_{2,3}^{1/2} \log R_{2,3}, \]
so
\[ B_3 = k_3 R_{2,3} - R_{2,3}^{1/2} \log R_{2,3} > 0. \]
Thus
\[ Y_{3,3}(R) = \frac{\log [k_3 R - B_3]}{\log R}, \quad (R_{2,3} \leq R \leq R_{3,1}). \]

Here $R_{3,1}$ is determined as follows: $Y_{3,3}(R)$ is monotone decreasing in $R (\geq R_{3,0})$ for some $R_{3,0} (\geq R_{2,3})$ and tends to 1 as $R \to \infty$. Thus there exists an $R_{3,1}$ such that
\[ Y_{3,3}(R_{3,1}) = 2. \]

For this $R_{3,1}$ we choose $R_3 = (1 + \varepsilon)R_{3,1}$ and put
\[ Y_{3,3}(R) = 2, \quad (R_{3,1} \leq R \leq R_3). \]
We choose an $r_3$ such that $y_3(r_3) = R_3$, so
\[ e^{r_3} - e^{r_3} \left( r_3 - \frac{1}{2} \right) = R_3, \]
and
\[ r_3 = \frac{e^{r_3}(r_3 - (1/2)) + R_3}{e^{r_3}} > r_{3,1}. \]

Now we put
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\[ y_4(r) = e^r - A_4, \quad (r_3 \leq r \leq r_4), \]

where \( A_4 \) and \( r_4 \) are determined by the equations \( y_4(r_3) = y_3(r_3) \) and \( y_4(r_4) = \frac{1}{2} e^{r_4} \), respectively, so

\[ A_4 = e^{r_3} - R_3 > 0, \quad r_4 = \log 2 A_4 > r_3. \]

We take \( R_4 = \frac{1}{2} e^{r_4} \) and put

\[ Y_4(R) = 2, \quad (R_3 \leq R \leq R_4). \]

(ii) Similarly, we define \( y_{2n}(r) \), \( y_{2n+1}(r) \), \( Y_{2n}(R) \), \( Y_{2n+1, i}(R) \) \((i = 1, 2, 3)\), as follows.

Assume that \( y_{2n-1}(r) \) has been defined. Then clearly

\[ r_{2n-1} < y_{2n-1}(r_{2n-1}) < r_{2n-1}^2. \]

We put

\[ y_{2n}(r) = e^r - A_{2n}, \quad (r_{2n-1} \leq r \leq r_{2n}), \]

where \( A_{2n} \) and \( r_{2n} \) are determined by the equations

\[ y_{2n}(r_{2n-1}) = y_{2n-1}(r_{2n-1}) \]

and

\[ y_{2n}(r_{2n}) = \frac{1}{2} e^{r_{2n}}, \]

respectively. Hence

\[ A_{2n} = e^{r_{2n-1}} - y_{2n-1}(r_{2n-1}) > 0, \]

\[ r_{2n} = \log 2 A_{2n} > \log 2(e^{r_{2n-1}} - r_{2n-1}^2) \]

\[ > \log 2 \left( \frac{1}{2} e^{r_{2n-1}} \right) = r_{2n-1}. \]

Next we put

\[ Y_{2n}(R) = 2, \quad (R_{2n-1} \leq R \leq R_{2n}), \]

where \( R_{2n} = y_{2n}(r_{2n}) \), and put
Here \( r_{2n+1} \) will be determined after \( R_{2n+1} \) is determined and \( A_{2n+1} \) is determined by the equation

\[
y_{2n+1}(r_{2n}) = y_{2n}(r_{2n}) .
\]

Hence it holds that

\[
e^{r_{2n}} \cdot r_{2n} - A_{2n+1} = \frac{1}{2} e^{r_{2n}}
\]

and

\[
A_{2n+1} = e^{r_{2n}} \left( r_{2n} - \frac{1}{2} \right).
\]

We choose next \( r_{2n,1} \) such that \( y_{2n+1}(r_{2n,1}) = (r_{2n,1})^2 \) or

\[
(r_{2n,1})^2 = e^{r_{2n}} r_{2n,1} - e^{r_{2n}} \left( r_{2n} - \frac{1}{2} \right),
\]

\[
r_{2n,1} = e^{r_{2n}} + \sqrt{(e^{r_{2n}})^2 - 4 e^{r_{2n}}(r_{2n} - 1/2)} \quad (> r_{2n}).
\]

For this \( r_{2n,1} \), we take \( R_{2n,2} = (1 + \delta) R_{2n,1} \), where

\[
R_{2n,1} = (r_{2n,1})^2.
\]

We put

\[
Y_{2n+1,1}(R) = 2, \quad (R_{2n} \leq R \leq R_{2n,1}),
\]

and

\[
Y_{2n+1,2}(R) = \begin{cases} 2, & (R_{2n,1} \leq R \leq R_{2n,2}) \\ \log R - B_{2n}, & (R_{2n,2} \leq R \leq R_{2n,3}) \end{cases},
\]

where \( B_{2n} \) and \( R_{2n,3} \) are determined by the equations

\[
Y_{2n+1,2}(R_{2n,2}) = 2
\]

and

\[
Y_{2n+1,2}(R_{2n,3}) = \frac{1}{2} \log R_{2n,3}.
\]
respectively. Hence

\[ B_{2n} = \log R_{2n,2} - 2 \quad \text{and} \quad R_{2n,3} = \left( \frac{R_{2n,2}}{e^2} \right)^2 > R_{2n,2}. \]

We next determine \( Y_{2n+1,3}(R) \) in \( R_{2n,3} \leq R \leq R_{2n+1} \) as follows. First we put

\[ R_{Y_{2n+1,3}}(R) = k_{2n+1} R - B_{2n+1}, \quad (R_{2n,3} \leq R \leq R_{2n+1}), \]

where

\[ k_{2n+1} = \left( \frac{2 \log R_{2n,3} - B_{2n}}{R_{2n,3}} \right) R_{2n,3}^{(\log R_{2n,3} - B_{2n})}, \]

and \( B_{2n+1} \) is determined by the equation

\[ R_{Y_{2n+1,3}}^{(R_{2n,3})} = k_{2n+1} R_{2n,3} - B_{2n+1} = R_{2n,3}^{(1/2) \log R_{2n,3}}, \]

so

\[ B_{2n+1} = k_{2n+1} R_{2n,3} - R_{2n,3}^{(1/2) \log R_{2n,3}} > 0. \]

Thus

\[ Y_{2n+1,3}(R) = \frac{\log [k_{2n+1} R - B_{2n+1}]}{\log R}, \quad (R_{2n,3} \leq R \leq R_{2n+1,1}). \]

Here \( R_{2n+1,1} \) is uniquely determined in the following way; \( Y_{2n+1,3}(R) \) is monotone decreasing in \( R(\geq R_{2n+1,0}) \) for some \( R_{2n+1,0}(\geq R_{2n,3}) \), and tends to 1 as \( R \to \infty \). Thus there exists an \( R_{2n+1,1} \) such that

\[ Y_{2n+1,3}(R_{2n+1,1}) = 2. \]

We take \( R_{2n+1} = (1+\varepsilon)R_{2n+1,1} \) and put

\[ Y_{2n+1,3}(R) = 2, \quad (R_{2n+1,1} \leq R \leq R_{2n+1}). \]

For this \( R_{2n+1} \), we choose \( r_{2n+1} \) such that

\[ y_{2n+1}(r_{2n+1}) = R_{2n+1}. \]

Hence

\[ r_{2n+1} = e^{r_{2n}}(r_{2n} - (1/2)) + R_{2n+1} > r_{2n,1} > r_{2n}. \]
Thus, we obtain

\[ Y(R) \cdot \log y(r) \]

\[
\begin{align*}
Y_{2n}(R) \log y_{2n}(r) &= A, (r_{2n-1} \leq r \leq r_{2n}) \quad \text{and} \quad (R_{2n-1} \leq R \leq R_{2n}) \\
Y_{2n+1,1}(R) \log y_{2n+1}(r) &= B, (r_{2n} \leq r \leq r_{2n,1}) \quad \text{and} \quad (R_{2n} \leq R \leq R_{2n,1}) \\
Y_{2n+1,3}(R) \log y_{2n+1}(r) &= C, (r_{2n,1} \leq r \leq r_{2n,3}) \quad \text{and} \quad (R_{2n,1} \leq R \leq R_{2n,3}) \\
Y_{2n+1,5}(R) \log y_{2n+1}(r) &= D, (r_{2n,3} \leq r \leq r_{2n+1}) \quad \text{and} \quad (R_{2n,3} \leq R \leq R_{2n+1}).
\end{align*}
\]

From the above construction, we have

\[ A \leq 2 \log \frac{1}{2} e^r < 2r, \]
\[ B \leq 2 \log e^r = 2r, \]
\[ C \leq \frac{1}{2} \log y_{2n+1}(r) \cdot \log y_{2n+1}(r) = \frac{1}{2} (\log y_{2n+1}(r))^2 \]
\[ \leq \frac{1}{2} (\log r^2)^2 = 2(\log r)^2 \]
and

\[ D \leq \log y_{2n+1}(r) \log y_{2n+1}(r) \leq 4(\log r)^2. \]

Now, by using these functions \( Y(R) \) and \( y(r) \), we show the existence of \( f(z) \) and \( g(z) \) which satisfy the property stated at the beginning of this section. By a result of Edrei and Fuchs \([2]\), there exist integral functions \( f(z) \) and \( g(z) \) such that, given any \( \varepsilon > 0 \), estimates

\[ \left(\frac{1}{1+\varepsilon}\right) \gamma(r) \leq \log M(e^r, f) \leq (1+\varepsilon)\gamma(r) \]
and

\[ \left(\frac{1}{1+\varepsilon}\right) R^{R(R)} \leq \log M(e^R, g) \leq (1+\varepsilon)R^{R(R)} \]

hold for all sufficiently large values of \( r \) and \( R \), since \( \gamma(r) \) and \( R^{R(R)} \) are positive, increasing, unbounded and convex functions of \( r \) and \( R \), respectively. Here \( R = y(r) \) and \( \log M(e^R, g) = R^{R(R)} \). Thus we see
for all sufficiently large values of $r$.

Further, we have

$$\lim_{r \to \infty} \frac{Y(e^r, f)}{Y(R)} = 1 \quad \text{and} \quad \lim_{r \to \infty} \log \log M(e^r, f) \log y(r) = 1,$$

since

$$\lim_{R \to \infty} \log M(e^r, g) = \lim_{R \to \infty} \frac{R(e^r)}{R^Y} = 1$$

and

$$\lim_{r \to \infty} \log M(e^r, f) \log y(r) = 1.$$

We also have

$$\varphi(M(e^r, f)) \log \log M(e^r, f)$$

$$= \varphi(M(e^r, f)) \frac{Y(\log M(e^r, f))}{Y(\log M(e^r, f))} \frac{\log \log M(e^r, f)}{\log \log M(e^r, f)} \frac{Y(R)}{Y(R)} \frac{\log y(r)}{\log y(r)}$$

and

$$\frac{Y(\log M(e^r, f))}{Y(R)} \log y(r)$$

$$\leq 1 \cdot 2r, \ (r_{2n-1} \leq r \leq r_{2n,1}) \quad \text{and} \quad (R_{2n-1} \leq R \leq R_{2n,1})$$

$$\leq \log r \cdot 4(\log r)^3 = 4(\log r)^3, \ (r_{2n-1} \leq r \leq r_{2n+1}) \quad \text{and} \quad (R_{2n,1} \leq R \leq R_{2n+1})$$

for all sufficiently large values of $r$. Therefore

$$\lim_{r \to \infty} \frac{\log \log M(e^r, g(f))}{r} \leq \lim_{r \to \infty} \frac{\varphi(M(e^r, f)) \log \log M(e^r, f)}{r}$$

$$= \lim_{r \to \infty} \frac{\varphi(M(e^r, f))}{r} \frac{Y(\log M(e^r, f))}{Y(y(r))} \frac{\log \log M(e^r, f)}{\log \log M(e^r, f)} \frac{Y(y(r))}{Y(y(r))} \frac{\log y(r)}{\log y(r)}$$

$$\leq 2.$$
Further we have

\[
\lim_{r \to \infty} \log \log M(e', f) \leq \lim_{r \to \infty} \log (1 + \varepsilon) y(r) \leq \lim_{r \to \infty} \log e' + \log (1 + \varepsilon) = 1,
\]

\[
\lim_{r \to \infty} \log \log M(e', f) \geq \lim_{r \to \infty} \log \frac{1}{1 + \varepsilon} y(r) \geq \lim_{r \to \infty} \log \frac{1}{2} e' r_\infty + \log (1/1 + \varepsilon)
\]= 1,

\[
\lim_{R \to \infty} \frac{\log \log M(e', g)}{R} \leq \lim_{R \to \infty} \frac{\log (1 + \varepsilon) R^{(e)}}{R} \leq \lim_{R \to \infty} \frac{\log (1 + \varepsilon) R^{(e)}}{R} = 0,
\]

\[
\lim_{R \to \infty} \frac{\phi(e^R)}{Y(R)} \leq \lim_{R \to \infty} \frac{Y(R) \lim_{R \to \infty} \frac{\phi(e^R)}{Y(R)}}{Y(R)} = \infty,
\]

and

\[
\lim_{R \to \infty} \frac{\phi(e^R)}{Y(R)} \leq \lim_{R \to \infty} \frac{Y(R) \lim_{R \to \infty} \frac{\phi(e^R)}{Y(R)}}{Y(R)} = 2.
\]

Therefore we can see that there exist integral functions \( f(z) \) and \( g(z) \) such that \( f(z) \) is of order 1 and of lower order zero and such that \( g(z) \) is of zero order and \( \lim_{R \to \infty} \phi(R) = \infty \) and \( \lim_{R \to \infty} \phi(R) < \infty \) and further such that \( g(f(z)) \) is of finite order.

However, we note that, by Lemma 2, the order of \( g(f(z)) \) is greater than or equal to that of \( f(z) \).

5. Now we shall deal with the case (b) where \( \lim_{R \to \infty} \phi(R) \) is finite.

**THEOREM 2.** Suppose that \( f(z) \) is an integral function of the positive and finite order \( \mu \) and that \( g(z) \) is a transcendental integral function of zero order. If \( \lim_{R \to \infty} \phi(R) = M \) is finite, then the order of \( g(f(z)) \) is finite and less than or equal to \( \mu M \), where \( \phi(r) \) is defined as in (1).

**PROOF.** If \( f(z) \) is of order \( \mu \), then for any \( \varepsilon > 0 \), we have

\[
\phi(r) < M + \varepsilon
\]
and

\[ \log M(r, f) < r^{\mu + \varepsilon} \]

for all sufficiently large values of \( r \). Hence (3) implies

\[
\lim_{r \to \infty} \frac{\log \log M(r, g(f))}{\log r} \leq \lim_{r \to \infty} \frac{M(r, f) \log \log M(r, f)}{\log r} \\
\leq \lim_{r \to \infty} \frac{(M + \varepsilon) \log r^{\mu + \varepsilon}}{\log r} = (M + \varepsilon)(\mu + \varepsilon).
\]

Since \( \varepsilon \) is arbitrary, the order of \( g(f) \) is less than or equal to \( \mu M \). This proves Theorem 2.

We note that the order of \( g(f(z)) \) is equal to \( \mu M \) if the limit

\[ \lim_{r \to \infty} \varphi(r) = M \]

exists.

When \( f(z) \) and \( g(z) \) are both of zero order, we can prove the following.

**Theorem 3.** Suppose that \( f(z) \) and \( g(z) \) are transcendental integral functions of zero order and satisfy the following condition (I) or (II):

(I) 
\[ \lim_{r \to \infty} \frac{\log \log M(r, f)}{(\log r)^{c_1}} = A_1 > 0, \]

(II) 
\[ \lim_{r \to \infty} \frac{\varphi(r)}{(\log \log r)^{d_1}} = B_1 > 0 \]

for any \( c_1 \) and \( d_1 \) satisfying \( 0 < c_1 < 1, d_1 > 0 \) and \( c_1(d_1 + 1) > 1 \);

\[ \lim_{r \to \infty} \frac{\log \log M(r, f)}{(\log \log r)^{c_2}} = A_2 > 0, \]

(II) 
\[ \lim_{r \to \infty} \frac{\log \varphi(r)}{(\log \log r)^{d_2}} = B_2 > 0, \]

for any \( c_2 \) and \( d_2 \) satisfying \( c_2 > 1, 0 < d_2 < 1 \) and \( c_2 d_2 > 1 \). Then \( g(f(z)) \) is of infinite order. Here \( \varphi(r) \) is defined as in (1).

**Proof.** Suppose that (I) holds. Then we see
log \log M(r, f) > \frac{1}{2} A_1 (\log r)^{d_1}

for all sufficiently large values of $r$ and there also exists a sequence $\{r_n\}$ such that $r_n \to \infty$ as $n \to \infty$ and such that

$$\varphi(M(r_n, f)) > \frac{1}{2} B_1 (\log \log M(r_n, f))^{d_1},$$

since $M(r, f)$ is continuous, increasing and unbounded of $r$. Thus, by $(2)$, we have for any sufficiently small $\varepsilon > 0$,

$$\lim_{r \to \infty} \frac{\log \log M(r, g(f))}{\log r} \geq \lim_{r_n \to \infty} \frac{\varphi(M(r_n, f)) \log \log M(r_n, f)}{(1 + \varepsilon) \log r_n}\geq \lim_{r_n \to \infty} \frac{(1/2)B_1 \cdot (\log \log M(r_n, f))^{d_1} \log \log M(r_n, f)}{(1 + \varepsilon) \log r_n}\geq \lim_{r_n \to \infty} \frac{(1/2)B_1 [(1/2)A_1 (\log r_n)^{c_2}]^{d_1 + 1}}{(1 + \varepsilon) \log r_n}\geq \lim_{r_n \to \infty} \frac{(1/2)^{d_1 + 1}B_1 \cdot A_1^{d_1 + 1} (\log r_n)^{(d_1 + 1)}(1 + \varepsilon)}{(1 + \varepsilon) \log r_n} = \infty,$$

since $c_1(d_1 + 1) > 1$ by our hypothesis. In particular, if $A_1B_1 = \infty$, we may replace a part of the condition (1) by $c_1(d_1 + 1) \geq 1$ instead of $c_1(d_1 + 1) > 1$.

Suppose that (II) holds. Then for any sufficiently small $\varepsilon > 0$, we have

$$\log \log M(r, f) > (A_2 - \varepsilon)(\log \log r)^{e_1}$$

for all sufficiently large values of $r$ and there also exists a sequence $\{r_n\}$ such that $r_n \to \infty$ as $n \to \infty$ and such that

$$\varphi(M(r_n, f)) > \exp [(B_2 - \varepsilon)(\log \log M(r_n, f))^{d_1}].$$

Thus by $(2)$, we have for any sufficiently small $\varepsilon > 0$,

$$\lim_{r \to \infty} \frac{\log \log M(r, g(f))}{\log r} \geq \lim_{r_n \to \infty} \frac{\varphi(M(r_n, f)) \log \log M(r_n, f)}{(1 + \varepsilon) \log r_n} \geq \lim_{r_n \to \infty} \frac{\exp[(B_2 - \varepsilon) \log \log M(r_n, f)^{d_1}] \log \log M(r_n, f)}{(1 + \varepsilon) \log r_n}$$
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\[ \lim_{r \to \infty} \frac{\exp [(B_2 - \varepsilon)(\log \log r_n)^{\gamma_1}] [A_2 - \varepsilon] (\log \log r_n)^{\gamma_2}}{(1 + \varepsilon) \log r_n} \]

\[ = \lim_{r \to \infty} \frac{\exp [(\log \log r_n)^{\beta_1} - (A_2 - \varepsilon) (\log \log r_n)^{\gamma_2}] (1 + \varepsilon) \log r_n}{(1 + \varepsilon) \log r_n} \]

\[ = \lim_{r \to \infty} \frac{(\log r_n)^{\beta_1} (A_2 - \varepsilon) (\log \log r_n)^{\gamma_2}}{(1 + \varepsilon) \log r_n} \]

\[ = \infty, \]

since \( c_d d_2 - 1 > 0 \) by our hypothesis. In particular, if \( A_2^c B_2 > 1 \), we may replace a part of the condition (II) by \( c_d d_2 = 1 \) instead of \( c_d d_2 > 1 \). This proves Theorem 3.

REMARK 1. In (I) or (II), it can be shown in the similar way that we can replace \( \lim \) and \( \lim \) by each other.

REMARK 2. If the conditions (I) and (II) do not hold, then the assertion of Theorem 3 is not valid. In fact, about the condition (I), for any \( x, y \) such that \( 0 < x, y < 1 \), we can find integral functions \( f_{1,i}(z) \) and \( g_{1,i}(z) \) such that these functions satisfy

\[ \lim_{r \to \infty} \frac{\log \log M(r, f_{1,i})}{(\log r)^{\gamma_1}} > 0 \]

and that \( g_{1,i}(f_{1,i}), g_{1,i}(f_{1,2}), g_{1,i}(f_{1,3}) \) are of order infinity, finite and zero respectively, and we can also find integral functions \( f_{2,i}(z) \) and \( g_{2,i}(z) \) such that these functions satisfy

\[ \lim_{r \to \infty} \frac{\log \log M(r, f_{2,i})}{(\log r)^{\gamma_1}} > 0 \]

and that \( g_{2,i}(f_{2,i}), g_{2,i}(f_{2,2}), g_{2,i}(f_{2,3}) \) are of order infinity, finite and zero, respectively. We can have the similar result about the condition (II).

The following can be easily proved by the same argument as that in the proof of Theorem 3.

THEOREM 4. Suppose that \( f(z) \) and \( g(z) \) are transcendental integral functions of zero order and satisfy the following condition (I)' or (II)'

\[ \lim_{r \to \infty} \frac{\log \log M(r, f(z))}{(\log r)^{\gamma_1}} > 0 \]

and that \( g_1(f(z)), g_2(f(z)), g_3(f(z)) \) are of order infinity, finite and zero respectively. We can have the similar result about the condition (II).
for any \( c'_1 \) and \( d'_1 \) satisfying \( 0 < c'_1 < 1, d'_1 > 0 \) and \( c'_1(d'_1 + 1) < 1; \)

\[
\left\{
\lim_{r \to \infty} \frac{\log \log M(r, f)}{(\log r)^{d'_1}} < \infty
\right\} 
\]

(II)' for any \( c'_2 \) and \( d'_2 \) satisfying \( c'_2 > 1, 0 < d'_2 < 1 \) and \( c'_2d'_2 < 1 \).

Then \( g(f(z)) \) is of zero order.

The proof may be omitted.

**REMARK 3.** For any \( x_2, y_2(0 < x_2 < 1, y_2 > 0, x_2(y_2 + 1) > 1) \), we can find integral functions \( f_3, i(z) \) and \( g_3, i(z) \) \((i = 1, 2, 3)\) such that these functions satisfy

\[
\lim_{r \to \infty} \frac{\log \log M(r, f_3, i)}{(\log r)^{c'_2}} < \infty \quad \text{and} \quad \lim_{r \to \infty} \frac{\varphi(r)}{(\log \log r)^{d'_2}} < \infty, \quad (i = 1, 2, 3)
\]

and such that \( g_3, 1(f_3, 1) \), \( g_3, 2(f_3, 2) \) and \( g_3, 3(f_3, 3) \) are of order infinity, finite and zero, respectively. Further for any \( x_3, y_3(x_3 > 1, 0 < y_3 < 1 \) and \( x_3y_3 > 1) \), we can also find integral functions \( f_4, i(z) \) and \( g_4, i(z) \), \((i = 1, 2, 3)\) such that these functions satisfy

\[
\lim_{r \to \infty} \frac{\log \log M(r, f_4, i)}{(\log \log r)^{c'_3}} < \infty \quad \text{and} \quad \lim_{r \to \infty} \frac{\varphi(r)}{(\log \log r)^{d'_3}} < \infty, \quad (i = 1, 2, 3)
\]

and that \( g_4, 1(f_4, 1) \), \( g_4, 2(f_4, 2) \) and \( g_4, 3(f_4, 3) \) are of order infinity, finite and zero, respectively. Here \( \varphi_k, i(r) \) \((k = 3, 4, i = 1, 2, 3)\) are functions corresponding to \( g_k, i(z) \) defined as in (1).
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