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SUMMARY A novel method for calibrating the probes used in standard measurement systems to evaluate SAR (specific absorption rate) of the radio equipment operating at frequencies over 3 GHz is proposed. As for the proposed method, the electric-field distribution produced by a waveguide aperture installed in a liquid container is used to calibrate the SAR probe. The field distribution is shown to be the same as that given by a conventional calibration method by analytically deriving a closed-form expression for the field produced by the waveguide aperture with the help of the paraxial approximation. Comparing the approximated and measured distributions reveals that the closed-form expression is valid for the electric-field distribution near the central axis of the aperture. The calibration factor for a commercial SAR probe is evaluated by the proposed method and agrees well with that provided by the manufacturer of the probe.
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1. Introduction

To evaluate the value of SAR (specific absorption rate) of mobile communication devices operating in various frequency bands, several methods for calibrating the probes for detecting the electric-field intensity in the phantom liquid surrounded by a container that is used in the standard SAR measurement have been developed [1]. Until now, a calibration method using a waveguide as shown in Fig. 1 has been used to calibrate a probe operated in the band ranging from 800 MHz to 3 GHz, that is used for mobile phones. As shown in Fig. 1, input power is supplied to the phantom liquid from the air-filled waveguide, and an electric field can be generated in the phantom liquid surrounded by the waveguide wall and dielectric plate which functions as a matching window [1]. The electric-field intensity can be analytically evaluated if the input power is given. The calibration factor, CF, relates the power density of the electromagnetic fields at the sensor of the probe to the dc output voltage of the probe.

In regard to the frequency band used for mobile phones, it is not difficult to construct a measurement system for calibrating the probe in the above-described manner, because the size of the waveguide aperture allows the probe to be inserted in a waveguide filled with a phantom liquid. As for the 400-MHz radio bands in Japan, however, the size of the aperture is so physically large that the measurement system for calibrating the probe with the waveguide cannot be practically constructed. To solve this problem, a new method for calibrating the electric-field probe was proposed [2]. This method uses an extended Friis transmission formula for point sources in the Fresnel region. The validity of the method in regard to the lower frequency band, including the 400-MHz bands, was confirmed [2].

In contrast, to calibrate the probe by using the waveguide for the higher frequency band, including the 5.2-GHz band for wireless LAN, the diameter of the probe should be made smaller because the effect of a probe with larger diameter is not negligible as compared with that of the area of the waveguide aperture. It may therefore be a serious problem that the probe’s estimated CF contains larger uncertainty as the volume of the waveguide aperture decreases.

As a solution to this potential problem, Li et al. proposed another calibration method; namely, the probe is calibrated in a liquid container with an air gap above the waveguide aperture [3]. The distribution of the electric-field intensity obtained by FDTD simulation gives close agreement with that obtained by experiment and the value of SAR can be evaluated by approximating the electric-field intensity with a polynomial expression of the distance of the observation point from the base of the container. However, to establish a reliable calibration standard, not only a numerical-simulation approach but also a theoretical formulation is required in view of developing a precise calibration technique. In addition, obtaining a mathematical expression of the field...
intensity in the liquid enables parametric analysis of factors such as temperature dependence of the electrical properties of the liquid. In view of the formulation of the field in the liquid used in the calibration setup described in [3], the effects of the layers composed of the liquid, the dielectric container shell, and the air have to be included. These effects include multiple reflections between these media and field leakage to the air between the shell and the aperture. These factors that affect the field distribution should be considered as uncertainty sources. To avoid such a complex formulation for approximating the electric-field, the authors have been examining the frequency extension of the calibration system for liquid by using an open-ended waveguide as a standard antenna instead of a dipole antenna, as shown in Fig. 2 [4]–[7]. As for this system, since the waveguide is directly inserted into the liquid, the complexity due to the system structure described in [3] is reduced. The closed-form expression to express the field distribution near the aperture should be considered as analytic, and its asymptotic approximation can be given as

\[ e_a(x, y) e^{-γz}, \]

where \( e_a(x, y) \) is the aperture distribution, \( e^{-γz} \) is a decaying factor, and \( γ \) is the propagation constant in the liquid. These facts are the advantages of the proposed method, hereinafter referred to as “waveguide aperture method”, because the expression for the electric field is similar to that used in the conventional calibration method described in [1], hereinafter referred to as “conventional waveguide method”. A similar algorithm to the conventional waveguide method can therefore be used to find the calibration factor of the probe for the waveguide aperture method.

In this paper, first, an approximate expression for the electric field near a waveguide aperture immersed in a liquid is derived by using paraxial approximation. This derivation is rather elaborate, but the electric-field distribution radiated by the aperture to calibrate the probe can be given as a closed-form expression. Next, the derived expression is validated by measuring the corresponding electric-field distribution in front of the aperture in the liquid. Moreover, it is demonstrated that the probe can be calibrated by using the waveguide aperture method, where the same algorithm as that for the conventional waveguide method can be used.

2. Waveguide Aperture Method

2.1 System Configuration

Figure 3 shows a probe-calibration system using a waveguide aperture. This system is similar to the conventional system described in [1], except that the waveguide aperture is used as a reference antenna. In this system, the electric field is produced by the aperture and detected by the SAR probe in the phantom liquid surrounded by a container. The aperture is a truncated cross-section of a straight rectangular waveguide with dimensions of \( a \times b \), as shown in Fig. 2. A rectangular dielectric slab is inserted into a rectangular waveguide to fit its aperture for the matching window, which functions as a quarter-wave transformer between the air region of the waveguide and phantom liquid. Moreover, the net input power to the aperture can be evaluated by measuring the magnitude of the reflection coefficient with a directional coupler and power meters, and the position of the probe, which is attached to the detecting unit, can be controlled by a robot arm. The dc output voltage of the probe, \( V \), is approximately proportional to the squared electric-field intensity, \( E^2 \), which can be estimated from a closed-form expression including net input power, the electrical constants of the liquid, and the geometric parameters of the aperture. The calibration factor of the probe can be determined as \( CF = V/E^2 \). Ideally, the probe should be aligned along the central axis of the aperture to reduce the uncertainty of the measurement. The closed-form expression to estimate the electric-field near the aperture is given as \( e_a(x, y) e^{-γz} \), which is the same expression as that for the conventional waveguide method, as mentioned before. It is analytically derived as follows.

2.2 An Expression to Represent the Field Near the Waveguide Aperture in the Liquid

The coordinates and dimensions of the waveguide aperture in the liquid as a homogeneous lossy media are shown in...
Fig. 2. The aperture occupies an area of \( |x| \leq a/2, |y| \leq b/2, z = 0 \), the origin of the coordinate, \( O \), is selected as the center of the aperture, and the \( z \) axis is perpendicular to the aperture. In the formulation, an electric field, \( e_0(x,y) \), is assumed to exist on the aperture; otherwise, no electric field is assumed to exist. In practice, the dielectric slab for the matching window is inserted into the waveguide. Only the \( TE_{0m} \) mode is used to know the important behavior of the electric-field intensity near the aperture. For \( |x| < a/2 \) and \( |y| < b/2 \), the aperture distribution is assumed to be given as

\[
e_a(x,y) = \hat{y}E_0 \sin a_m \left( x + \frac{a}{2} \right) \cos b_n \left( y + \frac{b}{2} \right),
\]

where \( E_0 \) is a constant, \( a_m = m \pi / a \) and \( b_n = \pi / b \) for \( m = 1, 2, \cdots \) and \( n = 0, 1, 2, \cdots \), and \( \hat{y} \) denotes the unit vector in the \( y \) direction. The field produced by this aperture distribution is given as [8]

\[
E(x,y,z) = (\hat{\theta} \sin \phi + \hat{\phi} \cos \theta \cos \phi) \frac{\gamma}{2\pi} \int_{a/2}^{b/2} \int_{a/2}^{b/2} e_0(x',y') e^{\gamma R / R} d\gamma d\gamma',
\]

where \( R \) is the distance between the observation point \((x,y,z)\) and the source point on the aperture \((x',y',0)\) and is given as

\[
R = \sqrt{(x-x')^2 + (y-y')^2 + z^2},
\]

and \( \hat{\theta} \) and \( \hat{\phi} \) denote the unit vectors in the \( \theta \) and \( \phi \) directions. It follows that under the paraxial approximation, \((x-x')^2 + (y-y')^2 \ll z^2\), the distance, \( R \), can be approximated as

\[
R \approx z + \frac{(x-x')^2 + (y-y')^2}{2z}.
\]

The field can thus be approximated as

\[
E(x,y,z) = \hat{y}E_0 \frac{e^{\gamma R / R}}{2\pi} \int_{a/2}^{b/2} \int_{a/2}^{b/2} e_0(x',y') \exp \left\{ -\frac{\gamma}{2z} \left[ (x-x')^2 + (y-y')^2 \right] \right\} d\gamma d\gamma'.
\]

After the substitution of Eq. (1) into Eq. (3) and some manipulations, \( E(x,y,z) \) can be expressed as

\[
E(x,y,z) = \hat{y}E_0 \left\{ \exp \left\{ -\left( \gamma + \frac{a_m^2 + b_n^2}{2\gamma} \right) z \right\} \cdot \left[ e^{\beta m (x+z)} \left\{ F(a/2 - x, -a_m) + F(a/2 + x, a_m) \right\} - e^{-\beta m (x+z)} \left\{ F(a/2 - x, a_m) + F(a/2 + x, -a_m) \right\} \right] - e^{\beta m (y+z)} \left\{ F(b/2 - y, -b_n) + F(b/2 + y, b_n) \right\} - e^{-\beta m (y+z)} \left\{ F(b/2 - y, b_n) + F(b/2 + y, -b_n) \right\} \right\} \}
\]

where

\[
F(p,q) = \frac{\gamma}{2\pi} p + \frac{\gamma}{2\pi} q + \frac{\gamma}{2\pi} \left[ \frac{\gamma}{2\pi} p + \frac{\gamma}{2\pi} q \right] \approx 1 - \frac{e^{-\gamma^2 / 2\gamma}}{\sqrt{\pi} p / 2\gamma} \approx 1,
\]

is used for the error function [9]. For example, the attenuation and phase constants in the liquid used for SAR evaluation at 5.2 GHz are given as \( \alpha = 143 \) nepers/m and \( \beta = 669 \) rad/m, respectively [10]. The dimensions of the waveguide aperture are selected as \( a = 47.55 \) mm and \( b = 22.15 \) mm in our experiment as explained later. The condition (8) is thus changed to \( z \ll 0.49 \) m, that is, the above approximation is valid for the region near the waveguide aperture, namely, \( z < 25 \) mm, as chosen later. It is thus valid for the liquid used in the SAR evaluation if the observation point is close to the aperture, \( F(p,q) \) can be regarded as 1, and Eq. (4) is approximated as

\[
E(x,y,z) \approx \hat{y}E_0 \exp \left\{ -\left( \gamma + \frac{a_m^2 + b_n^2}{2\gamma} \right) z \right\}
\]
the surface integral of the power density on the aperture.

\[ E(x, y, z) = yE_0 \exp \left\{ -\left( \frac{\pi^2}{2a^2} \right) z \right\} \cos \left( \frac{\pi x}{a} \right), \quad (9) \]

for the TE_{mn} or TM_{mn} modes and

\[ E(x, y, z) \approx yE_0 \sin a_m \left( x + \frac{a}{2} \right) \cos b_n \left( y + \frac{b}{2} \right) e^{-\gamma z}, \quad (11) \]

for the TE_{mm} or TM_{mm} mode and

\[ E(x, y, z) \approx yE_0 \cos \left( \frac{\pi x}{a} \right) e^{-\gamma z}. \quad (12) \]

for the TE_{10} mode. Under the condition, \(|y|/|x| \gg (a_m + b_n)/2,\) in the case of liquid, Eqs. (9) and (10) can be also reduced to

\[ |E(0, 0, z)|^2 \approx \frac{10 \log_{10} (4\alpha P_{net}/\sigma ab)}{104} - 8.686a \alpha z, \quad (15) \]

which is a linear function of \(z\) with negative slope.

The calibration factor for the near-field region of the probe, \(CF_{near}(z)\), defined as the ratio of the probe output voltage, \(V(z)\), to the square of the electric-field intensity along the central axis of the aperture, \(|E(0, 0, z)|^2\), is given as

\[ CF_{near}(z) = \frac{V(z)}{|E(0, 0, z)|^2} \left[ \mu V/(V/m)^2 \right]. \quad (16) \]

At \(z \to \infty\), \(CF_{near}(z)\) converges with \(CF\), which is constant and defined as the ratio of the output voltage to the square of the electric-field intensity for the far-field region of the probe.

3. Measured Field Distribution in Front of Waveguide Aperture and Calibration Factor for Probe

3.1 Practical Calibration System for Waveguide Aperture Method

Figure 4 shows a liquid container and waveguide aperture mounted on an air-filled waveguide for probe calibration at 5.2 GHz. The waveguide aperture consists of a dielectric slab of PEEK which has a dielectric constant of 3.4 and thickness of 4 mm. The aperture size of the waveguide is about 47.55 by 22.15 mm (WRI-48). The liquid container has a cross-section of 150 mm² and a height of about 330 mm. Parameters used for our probe-calibration system...
**Table 1** Important parameters for probe-calibration system using waveguide aperture.

<table>
<thead>
<tr>
<th>Equipment Under Test</th>
<th>Measurement System</th>
<th>Phantom Liquid</th>
<th>Detector</th>
<th>Phantom Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>5.200 GHz</td>
<td>HT5200 (NTT-AT)</td>
<td>DAE4 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
<tr>
<td>Waveguide Aperture</td>
<td>WRI-48 (a = 47.149 mm, b = 31.495 mm)</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>DASY5.2 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
<tr>
<td>Matching Window</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>DAE4 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
<tr>
<td>Liquid Container</td>
<td>150 mm × 150 mm × 330 mm</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>DAE4 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
<tr>
<td>Detector</td>
<td>DAE4 (SPEAG)</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>DAE4 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
<tr>
<td>Measurement System</td>
<td>DAE4 (SPEAG)</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>DAE4 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
<tr>
<td>Equipment Under Test</td>
<td>EX3DV4 (SPEAG)</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>DAE4 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
<tr>
<td>Manufacturer CAL Factor :</td>
<td>4.94 [\mu V/V/(m^2)]</td>
<td>PEEK 4 mm, $e_r = 3.4$, $\sigma = 0.6$ S/m</td>
<td>DAE4 (SPEAG)</td>
<td>150 mm × 150 mm × 330 mm</td>
</tr>
</tbody>
</table>

---

3.2 Measured Transversal Field Distribution Produced by the Waveguide Aperture

To measure the electric field intensity in a plane parallel to the aperture, the probe can be moved in the $x$ and $y$ directions at 5 mm above the aperture.

Figure 5 shows normalized voltage of the probe as a function of the probe’s position, $x$, where dots denote measured voltage, solid line denotes the FDTD simulation (SEMCAD) results, and the dashed line denotes an approximated sinusoidal curve, given by Eq. (12), which can be determined by a curve fitting. Clearly, the measurement and simulation results agree well.

---

3.3 Measured Longitudinal Field Distribution Produced by the Waveguide Aperture

Figure 6 shows normalized voltage of the probe as a function of the probe’s position, $y$, where dots denote measured voltage, the solid line denotes the FDTD simulation results, and the dashed line denotes the approximated curve, which is shaped like a gate function. The measured and simulated curves agree well. As clear from this figure, the measured curve is almost the same as the approximated curve except the edge of the waveguide aperture. This means the waveguide aperture method is almost the same as the conventional waveguide method for the electric field intensity except a slight difference near the edge of the aperture.

Figures 7(a) and (b) show two-dimensional distributions of the measured and simulated electric fields at plane $z = 5$ mm. The simulation and measurement results agree well. Moreover, near the edge of the aperture, the electric-field distribution slightly differs from the rectangular-waveguide TE10 cross-sectional distribution. Figure 7(c) shows the relative difference between the measured and approximated electric-field intensities. Near the center of the aperture, the difference is so small that the algorithm as that used in the conventional waveguide method can be used.

---

3.4 Example of Evaluating Calibration Factor

Table 2 lists estimated calibration factors for a SAR probe. The voltage output from the probe, $V(z)$, is measured as a function of distance $z$. According to the relationships given...
in (15) and (16), the calibration factor for the probe is evaluated by curve fitting ranging from $z = 5 \text{ mm}$ to $12.5 \text{ mm}$. The above process is repeated five times, and the averaged value of the calibration factor is $4.91 \, \mu\text{V}/(\text{V/m})^2$. In the same range, the variation is less than $0.25\%$ or $0.01 \text{ dB}$.

The difference between the fitted and measured curves as a function of distance $z$ for the experiment is $0.1 \text{ dB}$ or less for $2.5 \text{ mm} \leq z \leq 12.5 \text{ mm}$, as shown in Fig. 9. The difference is larger as $z$ gets closer to zero, because the coupling effect between the probe and the aperture of the waveguide cannot be ignored. Moreover, the difference is larger as $z$ gets larger for $z > 12.5 \text{ mm}$, because of weak reception of the probe, which is concerned with its dynamic range. Thus, the fitting range should be selected in accordance with the frequency band under test to more accurately calibrate the probe.

The difference of the average calibration factor from that provided by the manufacturer, $4.96 \, \mu\text{V}/(\text{V/m})^2$, is $-0.57\%$. The latter calibration factor provided by the manufacturer is evaluated by using the conventional waveguide method [1] and has an expanded uncertainty of $\pm 13.1\% \,(k = 2)$, where $k$ is the converge factor. In consideration of this uncertainty, the proposed waveguide aperture method gives quite a close calibration factor to that given by the conventional waveguide method, and the effectiveness of the proposed waveguide aperture method is validated.

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>Ave.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CF , , , }[\mu\text{V}/(\text{V/m})^2]$</td>
<td>4.92</td>
<td>4.90</td>
<td>4.94</td>
<td>4.93</td>
<td>4.88</td>
<td>4.91</td>
</tr>
<tr>
<td>$\text{Error , , , }[%]$</td>
<td>0.10</td>
<td>-0.28</td>
<td>0.43</td>
<td>0.43</td>
<td>-0.68</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Fig. 9 Relative difference between fitted and measured electric field intensities along the $z$ axis.
formulated, and experimentally shown to provide accurate probe calibration in the 5-GHz band. The proposed method is based on the fact that a waveguide aperture immersed in a phantom liquid can produce an exponentially decaying field in its vicinity in the same manner as the conventional waveguide method for calibrating an SAR probe. The above fact was analytically derived by applying the approximation to the field integral. Moreover, the algorithm for the conventional method can also be used for the proposed waveguide aperture method, without modification, to obtain the calibration factor for the SAR probe as long as the probe scans near center of the aperture. The proposed method is validated by the fact that the estimated calibration factor closely agrees with that provided by the manufacturer of the probe.

As for further study, the uncertainty of the calibration factor for the probe obtained by the proposed method should be practically estimated. It would be caused by systematic errors related to the formulation of the electric-field intensity produced by the waveguide aperture immersed in the liquid as well as the uncertainties related to the dielectric constant, conductivity of the liquid, probe positioning, and field homogeneity, in the similar manner as the conventional waveguide method.
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