Designing Coded Aperture Camera Based on PCA and NMF for Light Field Acquisition
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SUMMARY A light field, which is often understood as a set of dense multi-view images, has been utilized in various 2D/3D applications. Efficient light field acquisition using a coded aperture camera is the target problem considered in this paper. Specifically, the entire light field, which consists of many images, should be reconstructed from only a few images that are captured through different aperture patterns. In previous work, this problem has often been discussed from the context of compressed sensing (CS), where sparse representations on a pre-trained dictionary or basis are explored to reconstruct the light field. In contrast, we formulated this problem from the perspective of principal component analysis (PCA) and non-negative matrix factorization (NMF), where only a small number of basis vectors are selected in advance based on the analysis of the training dataset. From this formulation, we derived optimal non-negative aperture patterns and a straightforward reconstruction algorithm. Even though our method is based on conventional techniques, it has proven to be more accurate and much faster than a state-of-the-art CS-based method.
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1. Introduction

A light field, which is often understood as a set of dense multi-view images, has been utilized in various applications, such as free-viewpoint image synthesis [1], [2], depth estimation [3], [4], synthetic refocusing [5], super resolution [3], [6], and 3D displays [7]–[10]. Acquisition of a sufficiently dense light field is a challenging task due to the huge amount of data. Several researchers have used direct approaches such as a moving camera gantry [1] or multiple cameras [11], [12] to capture the target from different viewpoints. Meanwhile, lens-array based cameras [5], [13]–[15] and coded aperture/mask cameras [16]–[21] have also been utilized to achieve more efficient acquisition of the light field.

This paper focuses on a problem of efficient light field acquisition using a coded aperture camera; the entire light field, which consists of many images, should be reconstructed from only a few images that are captured with different aperture patterns. This problem has often been discussed from the context of compressed sensing (CS) [22]–[24], which provides a sophisticated framework for signal reconstruction from a limited number of samples, where sparse representations on a pre-trained dictionary or basis are explored to reconstruct the target signal. In contrast, we formulate this problem from the perspective of principal component analysis (PCA) and non-negative matrix factorization (NMF), where only a small number of basis vectors are selected in advance based on the analysis of the training dataset. From this formulation, we derived optimal non-negative aperture patterns and a straightforward reconstruction algorithm. Even though it is based on a rather old-fashioned technique, our method has proven to be more accurate and much faster than a state-of-the-art CS-based method [20].

This paper is an extension of our conference presentation [25], where the aperture pattern and reconstruction algorithm were derived via PCA. In the present paper, we established a general framework where both PCA and NMF can be used to derive optimal non-negative aperture patterns and the corresponding reconstruction algorithms. Correspondingly, new experimental results that were not included in [25] have been added to the present paper.

The remainder of this paper is organized as follows. Section 2 describes the background of this paper including light fields, coded aperture cameras and compressed sensing. In Sect. 3, we present first a general framework in which

<table>
<thead>
<tr>
<th>Name</th>
<th>Variable</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of viewpoints</td>
<td>M</td>
<td>scalar</td>
</tr>
<tr>
<td>Number of acquisitions (N &lt; M)</td>
<td>N</td>
<td>scalar</td>
</tr>
<tr>
<td>Number of pixels in a pixel block</td>
<td>P</td>
<td>scalar</td>
</tr>
<tr>
<td>Angular light field for each pixel</td>
<td>x</td>
<td>1 × M</td>
</tr>
<tr>
<td>Spatial-angular light field block</td>
<td>x</td>
<td>1 × MP</td>
</tr>
<tr>
<td>Observation vector w.r.t. x</td>
<td>y</td>
<td>1 × N</td>
</tr>
<tr>
<td>Observation vector w.r.t. x</td>
<td>g</td>
<td>1 × NP</td>
</tr>
<tr>
<td>Observation matrix w.r.t. x</td>
<td>A</td>
<td>N × M</td>
</tr>
<tr>
<td>Observation matrix w.r.t. x</td>
<td>A</td>
<td>NP × MP</td>
</tr>
<tr>
<td>Number of atoms</td>
<td>Q</td>
<td>scalar</td>
</tr>
<tr>
<td>Number of training data</td>
<td>K</td>
<td>scalar</td>
</tr>
<tr>
<td>Dictionary for representing x</td>
<td>D</td>
<td>MP × Q</td>
</tr>
<tr>
<td>Coefficient vector w.r.t. x</td>
<td>θ</td>
<td>1 × Q</td>
</tr>
<tr>
<td>Basis for representing x</td>
<td>B</td>
<td>M × M</td>
</tr>
<tr>
<td>Reduced basis for representing x</td>
<td>B</td>
<td>M × N</td>
</tr>
<tr>
<td>Coefficient vector w.r.t. x</td>
<td>θ</td>
<td>1 × M</td>
</tr>
<tr>
<td>Reduced coefficient vector w.r.t. x</td>
<td>θ</td>
<td>1 × N</td>
</tr>
</tbody>
</table>

Table 1 List of variables
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only a limited number of basis vectors are selected for designing the aperture patterns and reconstruction algorithm, followed by specific methods derived via PCA and NMF. In Sect. 4, experimental results are presented to validate our method. Section 5 concludes the paper. For convenience, we present a table of variables used in this paper in Table 1.

2. Background

2.1 Light Field and Coded Aperture Camera

A mathematical formulation for light field acquisition using a coded-aperture camera is presented using the illustration in Fig. 1, which is similar to the cameras in previous work [16]–[21].

All incoming light rays that will be recorded by this camera are parameterized with a tuple of four variables \((s, t, u, v)\), where \((s, t)\) and \((u, v)\) denote the intersections with the aperture and imaging planes, respectively. Therefore, the light field is defined over the 4-D space \((s, t, u, v)\), with which the light intensity is described as \(k(s, t, u, v)\). We consider a coded aperture design where the transmittance of the aperture can be controlled for each position and for each acquisition. Let \(a_n(s,t)\) be the transmittance at position \((s,t)\) for the \(n\)-th acquisition \((n = 1, \ldots, N)\). The observed image \(y_n(u, v)\) is formed as

\[
y_n(u, v) = \iint a_n(s,t)k(s, t, u, v)dsdt. \tag{1}
\]

When the aperture plane parameterized with \((s, t)\) is quantized into a finite number of blocks, they are numbered by an integer \(m\) \((m = 1, \ldots, M)\). In this case, Eq. (1) is rewritten as

\[
y_n(u, v) = \sum_{m=1}^{M} a_{nm} x_m(u, v), \tag{2}
\]

where \(M\) is the total number of blocks, and \(a_{nm}\) (equivalent to \(a_n(s,t)\)) is the transmittance of the aperture at position \(m\) for the \(n\)-th acquisition. Symbol \(x_m(u, v)\) (equivalent to \(k(s, t, u, v)\) with a fixed \((s,t)\)) is called a sub-aperture image because it is formed only by the light rays that pass through a sub-region (the position denoted by \(m\)) on the aperture plane. Sub-aperture images can also be called multi-view images because their viewpoints (denoted by \(m\)) are slightly different from each other. Reconstruction of the light field is equivalent to estimating \(M\) sub-aperture images \(x_m(u, v)\) from the \(N\) given observations \(y_n(u, v)\).

Putting all the \(N\) observations together, the image formation model (observation model) for each pixel \((u, v)\) is expressed in a vector-matrix format as

\[
y_{n(u,v)} = Ax_{n(u,v)}, \tag{3}
\]

where \(y_{n(u,v)} \in \mathbb{R}^N\) is a column vector called an observation or measurement whose \(n\)-th element is \(y_n(u, v)\) and \(A \in \mathbb{R}^{N \times M}\) is called an observation matrix whose \((n, m)\) element is given by \(a_{nm}\). Symbol \(x_{n(u,v)} \in \mathbb{R}^M\) is a column vector representing the angular image of a pixel \((u, v)\), whose \(m\)-th element is \(x_m(u, v)\).

To simplify the notation, we drop the subscript \((u, v)\) in the remainder of this paper and rewrite the observation model as

\[
y = Ax. \tag{4}
\]

The goal here is to obtain \(x \in \mathbb{R}^M\) from the given \(A \in \mathbb{R}^{N \times M}\) and \(y \in \mathbb{R}^N\). To pursue the efficiency, we should do it with \(N < M\); the number of acquisitions should be smaller than the number of viewpoints of the sub-aperture images, which makes Eq. (4) an under-determined system.

2.2 Compressed Sensing Based Approach

The aforementioned problem is often considered in the context of compressive sensing (CS) [22]–[24]. A general framework utilized in several studies [19]–[21], [26], [27] is presented here.

To fully exploit the inherent structure of the light field signal, a processing unit of the light field should cover both the viewpoint (aperture) and pixel (imager) domains. Specifically, a processing unit \(\hat{x} \in \mathbb{R}^{MP}\) is defined to contain \(M\) viewpoints on the aperture plane and a pixel block with \(P\) pixels on the imaging plane, where the elements are aligned in pixel-major order. When \(P = 1\), each of the angular images is used as a processing unit.

In accordance with the definition of a processing unit, the observation model of Eq. (3) is rewritten as

\[
y = Ax \tag{5}
\]

where \(y \in \mathbb{R}^{NP}\) contains the observations on the \(P\) pixels inside the block with \(N\) times acquisitions in the pixel-major order. The observation matrix \(A \in \mathbb{R}^{NP \times MP}\) is given as \(A \otimes I\), where \(I \in \mathbb{R}^{P \times P}\) and \(\otimes\) denote the identity matrix and Kronecker product operator.

The underlying assumption behind compressive sensing is that the signal can be represented in a sparse form using an appropriate basis or dictionary. Specifically, the signal can be represented as

\[
x = D\theta. \tag{6}
\]
where \( D = [d_1 \ldots d_Q] \in \mathbb{R}^{M \times Q} \) is a basis or a dictionary having \( Q \) elements, and \( \theta \in \mathbb{R}^Q \) is a sparse coefficient vector where only a few elements can take non-zero values. The dictionary is often made over-complete; \( Q \) is set greater than \( MP \). The estimation of \( \theta \) is formulated as a minimization problem with a non-negative weight \( \lambda \):

\[
\hat{\theta}_{opt} = \arg\min_{\theta} \frac{1}{2} \| y - AD\hat{\theta} \|^2 + \lambda \| \hat{\theta} \|_1, \quad (7)
\]

from which the reconstructed signal is obtained as

\[
\hat{x}_{rec} = D\hat{\theta}_{opt}. \quad (8)
\]

Solving this minimization problem often takes significant time due to the complexity.

An important question here is how the aperture pattern \( A \) can be determined to achieve the best reconstruction quality. It is thought that using a random pattern is not the best but sufficient. Another possible answer can be found in the work done by Marwah et al. [20]. Matrix \( G_A \in \mathbb{R}^{NP \times Q} \) is defined as \( G_A = AD \), and each column of \( G_A \) is normalized to the unit length to yield \( \tilde{G}_A \). The optimal \( A \) is obtained as

\[
A = \arg\min_{A} \| I - \tilde{G}_A^T \tilde{G}_A \|_F. \quad (9)
\]

This scheme is closely related to the incoherence among the observations, which is a desirable property for compressive sensing [23].

3. Proposed Method

3.1 General Framework

We first mention the signal model used in our proposal. Using \( M \) linearly independent vectors, \( b_1, \ldots, b_M \), as the basis, any instance of \( x \) can be represented as

\[
x = B\theta \quad (10)
\]

where \( B = [b_1 \ldots b_M] \in \mathbb{R}^{M \times M} \). The key idea of our method is to reduce the basis vectors to the most important ones. More specifically, we use only \( N \) vectors when the number of observations is \( N \). In this case, \( x \) can be approximated as

\[
x = \tilde{B}\tilde{\theta} + \varepsilon \quad (11)
\]

where \( \tilde{B} = [b_1 \ldots b_N] \in \mathbb{R}^{M \times N} \) is called a reduced basis that is composed of the most important \( N \) basis vectors, and \( \tilde{\theta} \in \mathbb{R}^N \) is the corresponding coefficient vector. It is expected that with a sufficiently small \( N \) we can achieve \( \varepsilon \approx 0 \) because \( x \) is not a random signal, but an angular image that has some degree of redundancy inside. To choose \( N \) important vectors, we use principal component analysis (PCA) and non-negative matrix factorization (NMF), which will be detailed in Sect. 3.2 and 3.3.

It should be noted that Eq. (11) seems to be similar to Eq. (6). Our method and CS-based approach shares the same assumption that a target signal would be represented by combining only a small number of basic components (atoms, basis vectors). However, they are absolutely different in how to select the basic components for the target signal. In the CS-based approach, the number of basic components \( Q \) is much larger than the number of observations \( N \), and determining which of \( [d_1 \ldots d_Q] \) are used is a part of the reconstruction problem. Meanwhile, in our method, the number of basic components is reduced to \( N \) in advance; used/unused elements are determined at the point where \( B \) is reduced to \( \tilde{B} \). In the latter case, the problem becomes much simpler, and the quality of the reconstructed signal improves—as will be demonstrated in the next section.

We then describe how to apply our signal model to the configuration of a coded aperture camera with an aperture pattern \( A \in \mathbb{R}^{M \times N} \). By substituting Eq. (11) into Eq. (4), we obtain

\[
y = A\tilde{B}\tilde{\theta} + A\varepsilon. \quad (12)
\]

Here, we consider two conditions for the right hand side:

1. in the first term, \( A\tilde{B} \in \mathbb{R}^{N \times N} \) is invertible
2. the second term \( A\varepsilon \in \mathbb{R}^N \) is zero.

If the aperture pattern \( A \) is designed to meet the two conditions, we can straightforwardly obtain the coefficient vector \( \tilde{\theta} \) for the target signal from the observation \( y \) and reconstruct the signal in accordance with Eq. (11).

Our proposal is to set the aperture pattern \( A \) to

\[
A = C\tilde{B}^T \quad (13)
\]

where \( C \in \mathbb{R}^{N \times N} \) is an invertible matrix, which is used to make the aperture patterns physically feasible as will be detailed in Sect. 3.2 and 3.3. Importantly, this aperture pattern satisfies the two conditions as mentioned below. Therefore, the observation model of Eq. (12) is rewritten as

\[
y = C\tilde{B}^T \tilde{\theta} \quad (14)
\]

from which we can immediately obtain

\[
\tilde{\theta} = (\tilde{B}^T \tilde{B})^{-1}C^{-1}y \quad (15)
\]

and reconstruct the signal in accordance with Eq. (11) as

\[
x_{rec} = \tilde{B}(\tilde{B}^T \tilde{B})^{-1}C^{-1}y \quad (16)
\]

Once \( \tilde{B} \) and \( C \) have been determined in the off-line process, this reconstruction is extremely simple and computationally easy compared with that of the CS-based approach (compare Eqs. (15) and (7)).

Finally, we check that the two conditions mentioned above are satisfied with the aperture pattern given by Eq. (13).

1. The first condition is satisfied if \( \tilde{B}^T \tilde{B} \in \mathbb{R}^{N \times N} \) is invertible. This can be confirmed as follows. It was assumed that all the columns in \( \tilde{B} \) are linearly independent with each other. Equivalently, \( \tilde{B}\varepsilon \neq 0 \) with \( \varepsilon \neq 0 \). Accordingly, we obtain \( \tilde{B}\varepsilon^T = v^T \tilde{B}^T \tilde{B} \varepsilon \neq 0 \). Therefore, we derive \( \tilde{B}^T \tilde{B} \varepsilon \neq 0 \) with \( \varepsilon \neq 0 \), which is equivalent to the proposition that \( \tilde{B}^T \tilde{B} \) is invertible.
2. The second condition is satisfied if $\hat{B}^T \epsilon$ is zero. This can be confirmed as follows. In Eq. (11), the coefficient vector $\hat{\theta}$ is determined to meet

$$\hat{\theta} = \arg \min_{\theta} E(\theta), \quad E(\theta) = ||x - \hat{B} \theta||^2_2. \quad (17)$$

The optimal $\hat{\theta}$ should satisfy the extrema condition:

$$\frac{\partial E(\hat{\theta})}{\partial \hat{\theta}} = -\hat{B}^T (x - \hat{B} \hat{\theta}) = -\hat{B}^T \epsilon = 0 \quad (18)$$

3.2 Basis Derived from PCA

A basis with an ordered significance is derived from principal component analysis (PCA). We first prepare a training dataset that is composed of $K$ angular images: $X = [x_1 \ldots x_K] \in \mathbb{R}^{M \times K}$. As will be detailed in Sect. 4, the dataset consists of 5,977,440 angular images taken from 4 light fields with 25 ($5 \times 5$) viewpoints, which means $M = 25$ and $K = 5,977,440$. Several samples of $x_k$ shown in Fig. 2. We then obtain a covariance matrix as

$$S = E[x x^T] = \frac{1}{K} XX^T, \quad (19)$$

which has $M$ non-negative eigen values $\rho_m$ and corresponding eigen vectors $b_m$ satisfying

$$S b_m = \rho_m b_m. \quad (20)$$

Without loss of generality, we assume that the eigenvectors are normalized and sorted in descending order of the eigenvalues. The eigenvectors and their cumulative contribution ratio obtained from a dataset are visualized in Fig. 3.

We take the first $N$ eigenvectors and use them as the reduced basis.

$$B_{PCA} = [b_1 \ldots b_N] \in \mathbb{R}^{M \times N}. \quad (21)$$

This basis gives the optimal approximation of the target signal $x$ in the sense of the least squared error as far as only $N$ components can be used. The observation model of Eq. (12) is simplified into

$$y = C\hat{\theta} \quad (22)$$

because each of the basis vectors $b_m$ are orthogonal with each other.

The matrix $C \in \mathbb{R}^{N \times N}$ is designed to make physically feasible aperture patterns. In accordance with Eq. (13), the aperture pattern is given as $A = CB_{PCA}^T \in \mathbb{R}^{M \times N}$. All the elements of $A$ should be limited within $[0, 1]$, because they correspond to the transmittance of the aperture. Meanwhile, the basis vectors constituting $B_{PCA}$ may take negative elements. As can be seen from Fig. 3, all the basis vectors except for $b_1$ (which corresponds to the DC component) have negative elements. By mixing the basis vectors using a carefully chosen matrix $C$, we aim to make all the elements of $A$
non-negative. Moreover, we should consider the stability of the solution $\hat{\theta}$ obtained from Eq. (22); matrix $C$ should not merely be invertible, but the solution $\hat{\theta}$ should be robust to noise on the measurement vector $y$.

Taking the above issues into account, we determine the mixing matrix $C$ (and in return, the observation matrix $A$) as follows.

1. We randomly generate the elements of $C^{\text{init}}$ and retain the matrix as a candidate if all the elements of $A^{\text{init}} = C^{\text{init}}B_{PCA}^{T}$ are non-negative. We generate a sufficient number of candidates.

2. We normalize each of the candidates of $C^{\text{init}}$. In the resulting observation matrix, all the elements should be limited within $[0, 1]$. Therefore, we take the maximum of each row in $A^{\text{init}}$, and denote it as $a_{n}^{\text{max}} (n = 1, \ldots, N)$. The modified matrix $C$ is given as $C = \text{diag}(1/a_{1}^{\text{max}}, \ldots, 1/a_{N}^{\text{max}})C^{\text{init}}$.

3. Choose one from the candidates of $C$ that minimizes the condition number, which is an index of stability of matrix inversion.

The aperture patterns derived via PCA for $N = 3, 5, 10$ are shown in Fig. 4, each of which was generated with the best $C$ out of 10,000 random samples. We experimentally confirmed in Appendix A that unless a significantly bad $C$ is chosen, the resulting reconstruction quality is fine.

To handle the negative elements of the basis vectors, Ashok et al. [28] took another approach called a dual rail measurement [29], where each basis vector $b_{m}$ is divided into positive and negative parts, $b_{m}^{+} > 0$ and $b_{m}^{-} > 0$, satisfying $b_{m} = b_{m}^{+} - b_{m}^{-}$. Two measurements using $b_{m}^{+}$ and $b_{m}^{-}$ were conducted, and the results were combined to obtain a measurement that would be virtually conducted with $b_{m}$. An obvious disadvantage of this method is the increase in the number of acquisitions; if we use $N$ basis vectors, the number of acquisitions is $2N - 1$ because all basis vectors except for $b_{1}$ require two measurements for each. In Appendix A, we demonstrate that our method can achieve equivalent reconstruction quality to the dual rail measurement while keeping the number of acquisitions $N$.

3.3 Basis Derived from NMF

Another approach to select a set of basis vectors are derived from non-negative matrix factorization (NMF). Similar to the case of PCA, we first prepare a training dataset $X \in \mathbb{R}^{M \times K}$. We then try to find a representation given as

$$X = \tilde{B}_{\text{NMF}}^{T} \Theta + \varepsilon \quad (23)$$

where $\tilde{B}_{\text{NMF}} \in \mathbb{R}^{N \times N}$ and $\Theta \in \mathbb{R}^{N \times K}$ are non-negative matrices, where all the elements are greater than or equal to zero. This representation can be obtained using an iterative method based on multiplicative update rule [30].

Our proposal here is to take $B_{\text{NMF}}$ as the reduced basis for the angular images, which is written as

$$B_{\text{NMF}} = [b_{1} \ldots b_{N}] \quad (24)$$

Equation (23) is considered as a rank $N$ approximation of $X$, where each column of $\tilde{B}_{\text{NMF}}$ is a basis vector, and each column of $\Theta$ corresponds to the coefficients for each of the angular images in the training dataset $X$. By making the residual term $\varepsilon$ close to zero, it is expected that best basis vectors for representing the training dataset are selected under the constraint that the number of basis vectors is limited to $N$. It is also highly expected that with a sufficient small $N$ all the selected vectors $b_{n}$ are linearly independent. However, being different from PCA, the basis vectors $b_{n} (n = 1, \ldots, N)$ selected via NMF have no order in their significance.

Similar to the case with PCA, matrix $C \in \mathbb{R}^{N \times N}$ is designed so as to make physically feasible aperture patterns. In accordance with Eq. (13), the aperture pattern is given as $A = C\tilde{B}_{\text{NMF}}^{T} \in \mathbb{R}^{N \times M}$. This time, it is ensured that all the components of $\tilde{B}_{\text{NMF}}^{T}$ are already non-negative. Only the remaining constraint is that all the elements of $A$ should be limited within $[0, 1]$, because they correspond to the transmittance of the aperture. Therefore, we take the maximum of each row in $B_{\text{NMF}}^{T} \in \mathbb{R}^{N \times M}$, and denote it as $b_{n}^{\text{max}} (n = 1, \ldots, N)$. The matrix $C$ is given as

$$C = \text{diag}(1/b_{1}^{\text{max}}, \ldots, 1/b_{N}^{\text{max}}). \quad (25)$$

The aperture patterns derived via NMF for $N = 3, 5, 10$ are shown in Fig. 5. Here, we use the same dataset as Section 3.2 that has 25 $(5 \times 5)$ viewpoints. We also present the approximation accuracy (corresponding to the cumulative contribution ratio for PCA) for each $N$. We can see that even with $N = 3$, we can achieve fine approximation quality for the given dataset.

3.4 Discussions

The basis vectors obtained by PCA (Fig. 3) seem to be similar to those of the 2-D discrete cosine transform (2-D DCT) basis. This is reasonable because DCT corresponds to PCA for the first order autoregressive model, which can describe smooth signals including angular images where neighboring symbols are closely correlated.

One might think that the 2-D DCT basis can be used instead of PCA. This intuition is correct, as verified by the cumulative contribution curve shown in Fig. 6. Here, we
sorted the 2-D DCT basis vectors in descending order with respect to the contribution ratio on the training dataset $X$. It is clearly seen that the cumulative contribution curve of the 2-D DCT basis is very close to that of the PCA basis, which indicates that the 2-D DCT basis can achieve equivalent approximation accuracy to the PCA basis. This point was further confirmed in the experiments in Sect. 4. It should be noted that the 2-D DCT basis vectors (except for the first vector) also take negative values, for which we adopted the same strategy as the one for PCA; we chose matrix $C$ so as to avoid negative transmittance values.

The potential of our method can also be analyzed in the frequency domain. It is expected that with a limited number of basis vectors, high frequency components in the angular images cannot be reconstructed accurately. This is because both PCA and NMF try to minimize the squared error over the entire signal, but high frequency components are insignificant in terms of the spectral power. Figure 7 shows power distributions over the $5 \times 5$ individual frequency components, which were obtained from the original dataset $X$ and reconstructed ones using either PCA or NMF. The number of basis vectors was set to 3 and 5. It is clearly seen that some high frequency components of the original signal are lost by approximating the signal only with a small number of selected basis vectors. A deeper analysis on this effect is presented in Appendix B.

4. Experiment

4.1 Simulative Experiment

We conducted simulative experiments using several light field datasets [31], [32]. Throughout the experiments, the pixel values of the original datasets and the transmittances for the aperture patterns were normalized within the range of $[0, 1]$. Therefore, the elements of $X$ and $A$ in Eq. (4) can take values within range of $[0, 1]$. Moreover, to simulate noisy acquisition processes, a zero-means Gaussian noise with a standard deviation $\sigma$ was added to the observed images. The training dataset $X$ used in our method (both with PCA and NMF) was calculated from four datasets (Dice, Fish, Messerschmitt, and Shrubbery) [31] because the same datasets were used to learn the light field dictionary of [20]. The reconstruction quality was measured by PSNR against the ground truth.

Figure 8 shows the performance of our methods obtained with a different number of acquisitions and noise levels. The dataset used was Dragon and Bunnies. When $\sigma = 0$, the reconstruction quality increased as the number of acquisitions increased, which is an expected behavior in accordance with the principle of PCA and NMF. However, when $\sigma > 0$ with PCA, the reconstruction quality initially increased but then decreased beyond a certain point. This
Fig. 9 Reconstructed and ground truth images at a top-left view ($N = 3$, $\sigma = 0.125$).

Table 2 Light field datasets from [31] and [32], and comparison of the reconstruction quality with $N = 3$. The noise level was set to (left) $\sigma = 0.025$ and (right) $\sigma = 0.125$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dir. Res. $(s,t)$</th>
<th>Pos. Res. $(u,v)$</th>
<th>PSNR [dB] ($\sigma = 0.025$)</th>
<th>PSNR [dB] ($\sigma = 0.125$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>CS-2D</td>
<td>CS-4D</td>
</tr>
<tr>
<td>DragonsAndBunnies</td>
<td>$5 \times 5$</td>
<td>$840 \times 593$</td>
<td>25.86</td>
<td>27.15</td>
</tr>
<tr>
<td>dice</td>
<td></td>
<td></td>
<td>24.40</td>
<td>26.17</td>
</tr>
<tr>
<td>fish</td>
<td></td>
<td></td>
<td>22.36</td>
<td>24.50</td>
</tr>
<tr>
<td>messerschmitt</td>
<td></td>
<td></td>
<td>25.22</td>
<td>27.52</td>
</tr>
<tr>
<td>Amethyst</td>
<td>$512 \times 512$</td>
<td>$512 \times 512$</td>
<td>31.57</td>
<td>31.78</td>
</tr>
<tr>
<td>Bracelet</td>
<td>$512 \times 320$</td>
<td></td>
<td>22.38</td>
<td>22.18</td>
</tr>
<tr>
<td>Bulldozer</td>
<td>$768 \times 576$</td>
<td></td>
<td>23.05</td>
<td>24.53</td>
</tr>
<tr>
<td>Bunny</td>
<td>$512 \times 512$</td>
<td>$31.42$</td>
<td>33.79</td>
<td>36.18</td>
</tr>
<tr>
<td>Chess</td>
<td>$5 \times 5$</td>
<td>$700 \times 400$</td>
<td>27.74</td>
<td>28.62</td>
</tr>
<tr>
<td>Chest</td>
<td>out of $768 \times 640$</td>
<td></td>
<td>23.50</td>
<td>23.87</td>
</tr>
<tr>
<td>Flowers</td>
<td>$17 \times 17$</td>
<td>$640 \times 768$</td>
<td>29.64</td>
<td>29.39</td>
</tr>
<tr>
<td>Knights</td>
<td>$512 \times 512$</td>
<td>$23.69$</td>
<td>25.27</td>
<td>27.60</td>
</tr>
<tr>
<td>Tarot(large)</td>
<td>$512 \times 512$</td>
<td>$16.66$</td>
<td>17.04</td>
<td>18.28</td>
</tr>
<tr>
<td>Tarot(small)</td>
<td>$512 \times 512$</td>
<td>$21.25$</td>
<td>21.33</td>
<td>24.09</td>
</tr>
<tr>
<td>Truck</td>
<td>$640 \times 480$</td>
<td>$30.86$</td>
<td>30.06</td>
<td>34.94</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>24.80</td>
<td>25.62</td>
</tr>
</tbody>
</table>
phenomenon reflects the fact that less significant basis coefficients are generally small and more likely to be below the noise level; if we try to reconstruct these tiny components, the noise is amplified in return. Meanwhile, in case of NMF, the reconstruction quality was less affected by the noise compared with PCA. It indicates that the NMF-based method is more robust against noise during observations.

Next, we compared our method with a state-of-the-art CS-based method that uses a learned dictionary [20]. The number of acquisitions $N$ was set to 3. The details of the CS-based method are described as follows. We used the software available from [31]. We used two kinds of dictionaries: one is a 2-dimensional dictionary whose sizes were set to $5 \times 5 \times 1 \times 1$ ($5 \times 5$ for viewpoints and $1 \times 1$ for pixels) which was trained by ourselves, the other is a 4-dimensional dictionary whose sizes were set to $5 \times 5 \times 9 \times 9$ which was originally distributed with the software. In the reconstruction process, each light field dataset was divided into non-overlapping processing units. After several tests, we found that the default value 0.01 for $\lambda$ in Eq. (7) works well for all the datasets, so we fixed $\lambda$ to 0.01. As for the aperture pattern, we randomly generated 10,000 samples for $A$ and retained the one that optimized Eq. (9). Table 2 summarizes the specifications of 16 datasets and the reconstruction quality obtained using the CS-based and our methods (PCA and NMF). In addition, the 2-D DCT basis was also incorporated into our method; the DCT basis was multiplied by the chosen matrix $C$ to make a feasible set of aperture patterns similarly to the case with PCA. The average PSNR values are also presented at the bottom. Clearly, our methods outperformed the CS-based methods with considerable margins for all datasets. Moreover, when the noise is large, our method with NMF exhibited better performance than those with PCA and DCT. Interestingly, the DCT basis performed slightly better than the PCA basis, which indicates that the PCA basis might overfit the training data. Figures 9 shows the reconstructed and ground truth images for the top-left viewpoint of Dragon and Bunnies, where we can see that better visual quality was achieved using our methods.

Moreover, in terms of the computational complexity, our methods are much simpler than the CS-based methods. Figure 10 shows calculation time of each methods with $N = 3$ (Dragon and Bunnies). Once the aperture patterns were determined, our methods were able to reconstruct an entire light field in only approximately 0.5 – 0.7 seconds with our unoptimized MATLAB implementation. Meanwhile, the CS-based methods took approximately 3700 – 5000 seconds for the same reconstruction task on the same computer.

4.2 Experiment with Real Camera

We applied our methods to a programmable aperture camera [18], where the aperture was implemented using a LCOS display device. The appearance of the camera and experimental setup are shown in Fig. 11(a). We set the number of acquisition $N$ to 3, and used the aperture pattern derived via
NMF, which is more robust to noise than those derived via PCA and DCT. The three captured images and corresponding aperture patterns are shown in Fig. 11(b). The reconstructed light field (5 × 5 multi-view images) is shown in Fig. 11(c), where we can observe both horizontal and vertical disparities. To see natural transitions among the viewpoints, refer to the supplemental video on our website [33].

5. Conclusion

We investigated efficient light field acquisition using a coded aperture camera. We formulated the problems of aperture pattern design and signal reconstruction from the perspective of signal representation using a only small number of basis vectors that are selected in advance. Specifically, we selected basis vectors using PCA and NMF, with which we derived optimal non-negative aperture patterns and straight-forward reconstruction algorithm. Experimental results validated the effectiveness of our proposal; our method is superior to the state-of-the-art CS-based method [25] in speed and accuracy of light field reconstruction.
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Appendix A: Analysis on matrix C for PCA basis

We evaluated the significance of the condition number of the mixing matrix C that is used with the PCA based basis. We randomly generated 100 matrices for three acquisitions (N = 3). The standard deviation σ for the observation noise was fixed to 0.025. Other experimental conditions were the same as Section 4. The reconstruction quality for the Dragon and Bunnies dataset are plotted against the condition number of C in Fig. A-1. We can see that the reconstruction quality decreased sharply when the condition number exceeded 50. In the same graph, the red and green line indicate the reconstruction quality of the dual rail measurement [28] with N = 3 (two basis vectors) and N = 5 (three basis vectors), respectively. The line with N = 5 gives the upper-bound quality that can be achieved with three basis vectors. Clearly, our method can reach the upper-bound quality if a good C is used. Meanwhile, our method is much better than the dual rail measurement for the same number of acquisitions N = 3 unless a significantly bad C is chosen.

Appendix B: Angular Frequency in Light Field

As discussed in Sect. 3.4, our method loses some high frequency components in the angular domain. These components correspond to angular dependent factors such as non-Lambertian reflections and occlusion/dis-occlusion boundaries. It should also be noted that even Lambertian textures (whose appearance is direction independent) are affected by the angular frequency components, as explained below.

Let I(u, v) be the image from the viewpoint of (s, t) = (0, 0), which is associated with the 4-D light field l(s, t, u, v) as follows:

\[ I(u, v) = l(0, 0, u, v). \]  

(A-1)

We assume that an object is located at a depth whose disparity is d among the neighboring viewpoints, and the surface of the object is Lambertian. The light field generated by this object satisfies:

\[ l(s, t, u, v) = l(u - sd, v - td). \]  

(A-2)

The image signal I(u, v) is generally decomposed into several frequency components. Here, we only consider a unit wave with a spatial frequency (ωu, ωv):

\[ I(u, v) = \exp(jω_u u) \exp(jω_v v). \]  

(A-3)

Substituting Eq. (A-3) into Eq. (A-2), we obtain

\[ l(s, t, u, v) = \exp(jω_u u) \cdot \exp(jω_v v) \cdot \exp(-j(dω_u s) \cdot \exp(-j(dω_v t)). \]  

(A-4)

This equation shows that the frequency along the angular domains is given as \((-dω_u, -dω_v); i.e., the angular frequency is represented as the product of the texture’s frequency (ωu, ωv) and the disparity d. This indicates that a textured object with a non-zero disparity value induces some frequency components in the angular domain, even if the object’s surface is Lambertian. Inversely, the loss of high frequency components in the angular domain affects the appearance of the texture if the object has a non-zero disparity value.

The point mentioned above can be observed from the experimental results. Figure A-2 visualizes the reconstruction errors of the central viewpoint obtained with PCA and NMF (N = 3, σ = 0). In this dataset, the belly of the dragon is located at the zero-disparity depth, and nearer and farther areas from there have positive and negative disparity values, respectively. We can see that significant errors are caused around highly textured objects with non-near-zero disparity values.

![Fig. A-1](image1.png) Reconstruction quality vs. condition number of C.

![Fig. A-2](image2.png) The reconstruction errors (magnified by 3 for visualization) of the central viewpoint.
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