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SUMMARY In this paper, we present non-Markovian availability models for capturing the dynamics of system behavior of an operational software system that undergoes aperiodic time-based software rejuvenation and checkpointing. Two availability models with rejuvenation are considered taking account of the procedure after the completion of rollback recovery operation. We further proceed to investigate whether there exists the optimal rejuvenation schedule that maximizes the steady-state system availability, which is derived by means of the phase expansion technique, since the resulting models are not the trivial stochastic models such as semi-Markov process and Markov regenerative process, so that it is hard to solve them by using the common approaches like Laplace-Stieltjes transform and embedded Markov chain techniques. The numerical experiments are conducted to determine the optimal rejuvenation trigger timing maximizing the steady-state system availability for each availability model, and to compare both two models.
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1. Introduction

The performance of software systems degrades with time due to software aging phenomenon, which is caused by aging-related bugs [1] such as the accumulation of errors during the execution of software, and eventually results in the crash/hang failures of the system. Huang et al. [2] reported the aging phenomenon in real telecommunication billing applications where the application experiences a crash or a hang failure over time. Software aging phenomenon does exist and is inevitable, but nevertheless can be controlled or even reversed [1], [3]. To cope with the software aging, software rejuvenation [3], one of proactive fault management techniques, has been a promising approach to improve the system dependability by refreshing the system internal states. Alonso et al. [4] argued that software rejuvenation can address aging issues well, but typically involves an overhead, and that the overhead impact of the rejuvenation techniques is related to their granularity, e.g.,
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somewhat different software systems from [14] where both aperiodic checkpointing and software rejuvenation are executed, and determine the optimal software rejuvenation schedule that maximizes the steady-state availability of the system. Thanks to the stochastic nature, the system behavior is modeled by a non-Markovian state transition diagram, which is not one of the trivial stochastic models such as semi-Markov process (SMP) and MRP. Therefore, the common approaches, e.g., the LST and the embedded Markov chain techniques, are unavailable for solving the non-Markovian models in this paper. Instead, the phase expansion approach is proposed to address the above issue. The phase expansion [16] is an approximation technique by using phase-type (PH) distribution, which is defined by the probability distribution of the absorbing time in a continuous-time Markov chain (CTMC) with absorbing states. Since the PH distribution is dense for any probability distribution defined on positive domain, the PH distribution can approximate any probability distribution with high precision. The phase expansion has been proven effective in both transient and stationary analysis of non-Markovian models [17], [18]. Most significantly, the main challenge in this work is not based on the trivial CTMC analysis, but is modeling of the system behavior with multiple competitive events and derivation of the underlying approximate CTMC using the phase expansion. In addition, the previous work [14] has proven the advantages of using the rejuvenation technique, via two models without and with rejuvenation, so in this paper, two availability models with rejuvenation concentrated are considered, together with taking account of the effects of different checkpointing schemes. And apart from the stationary perspective [14], the transient analysis is also introduced. For brevity, the main contributions of this paper are summarized as follows:

- Availability modeling of an operational software system with aperiodic time-based software rejuvenation and two different checkpointing schemes via non-Markovian state transition diagrams;
- Both stationary and transient solutions of non-Markovian availability models by using the phase expansion;
- Comparison of two models and evaluation of their optimal software rejuvenation timings, clarifying the effects of both the rejuvenation and two different checkpointing schemes.

The rest of this paper is organized as follows. In Sect. 2, two non-Markovian state transition diagrams for an operational software system with two different checkpointing schemes are described. The underlying approximate (alternatively, PH-expanded) CTMCs are further derived from the non-Markovian models using the phase expansion in Sect. 3. In particular, we formulate both stationary and transient solutions, i.e., the steady-state availability and the point-wise availability measures of the system, aiming at determining the optimal software rejuvenation schedules that maximize the steady-state system availability from the long-run operational perspective, and characterizing the transient behavior of the system. Section 4 is devoted to the numerical illustration of our models. Finally, in Sect. 5, we conclude this paper with some remarks.

2. Model Description

2.1 Assumptions

Consider an operational software system, which suffers from software aging and undergoes both rejuvenation and checkpointing by generating rejuvenation points and checkpoint points aperiodically. When a system failure occurs, the system undergoes a series of recovery operations including loading of checkpointed data and rollback recovery. We assume that human error-related failures do not occur during checkpointing and that the time to generate aging-related failure follows an absolutely continuous and non-decreasing failure probability (cumulative distribution function (c.d.f.)) \( G_{\text{fail}}(t) \), while the time distribution for failures generated during rollback recovery due to incorrect recovery operations is given by \( F_{\text{fail}}(t) \). In general, the c.d.f. \( G_{\text{fail}}(t) \) for the aging-related failure time is supposed to have an IFR (increasing failure rate) property. The checkpoint interval is assumed to follow c.d.f. \( G_{\text{int}}(t) \), and \( G_{\text{cp}}(t) \) is the c.d.f. of the time needed for checkpointing. \( G_{\text{load}}(t) \) and \( G_{\text{re}}(t) \) are the c.d.f.’s for the loading time of checkpointed data and the time needed until rollback recovery ends, respectively. Since the rejuvenation points are generated aperiodically, the distribution function of the time required to trigger a rejuvenation is assumed to be \( G_{\text{reg}}(t) \), and the c.d.f. of the rejuvenation overhead (i.e., the time needed for rejuvenation completion) is represented by \( G_{\text{reg}}(t) \).

If either the checkpoint point or the rejuvenation point is reached before the system failure, the corresponding fault-tolerant operation (checkpointing or rejuvenation) is executed immediately. It should be noted that: (i) the checkpointing operation does not refresh the system aging, in other words, the lifetime is not reset after the execution of checkpointing, while the system is supposed to be as good as new after the rejuvenation; (ii) the clock of rejuvenation trigger is not reset when the system executes the checkpointing; and (iii) in the case where the rejuvenation point is reached when the checkpointing is under execution, the system will wait for rejuvenation and then will rejuvenate itself immediately once the execution of checkpointing is completed.

In this paper, we consider two availability models, including the one with rejuvenation in [14], from the macroscopic view based on the procedure just after the completion of recovery process.

- **Model-I**: The system state moves to the execution process immediately after a rollback recovery [14].
- **Model-II**: The system executes checkpointing immediately after a rollback recovery.

The reason to take place checkpointing after the rollback recovery is that the starting point of the recovery operation is...
updated from the past to the current time by saving the re-
covered data in the secondary storage. In addition, it should
be noticed that the checkpointing operation does not refresh
the system aging and reset the clock of rejuvenation trigger.

2.2 Non-Markovian State Transition Diagrams

The availability models corresponding to Model-I and
Model-II are described by non-Markovian state transition
diagrams, which are neither the SMPs nor the MRGPs, re-
sulting in difficult numerical analysis.

Figure 1 depicts the state transition diagrams for both
Model-I and Model-II. Each model has six states defined
in Table 1 and the c.d.f.’s of the corresponding transitions
are given in Table 2. In Table 2, GEN means the general
distribution, while EXP refers to the exponential distribu-
tion. The reasons of assumptions of the probability distri-
butions are: (i) the exponential distribution is characterized
by a constant failure rate (CFR) and is often used for the
occurrence of relatively “rare events” [19], such as the fail-
ure during rollback recovery; (ii) the aging-related system
failure has an IFR, so that it can be modeled by a Weibull
distribution, which is a general family of the exponential
distribution and is widely adopted to model the failure
events with an IFR [20]; and (iii) the times spent on other
events in Fig. 1 can be modeled by a log-normal distribu-
tion, which is frequently used to model the times spent on
the recovery operations to repair a maintainable system,
the software rejuvenation against aging phenomena, and
the checkpointing schemes for saving the current data [21]–
[24]. Without loss of generality, state Normal is considered
as the initial state, indicating that the system is in the nor-

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Normal execution process in the main memory</td>
</tr>
<tr>
<td>Checkpointing</td>
<td>Checkpointing execution with a disabled rejuvenation</td>
</tr>
<tr>
<td>Checkpointing'</td>
<td>Checkpointing execution with an enabled rejuvenation</td>
</tr>
<tr>
<td>Failure</td>
<td>System failure (such as system hang and crash) occurrence</td>
</tr>
<tr>
<td>Recovery</td>
<td>Rollback recovery to recover from a system failure</td>
</tr>
<tr>
<td>Rejuvenation</td>
<td>Software rejuvenation execution to refresh system internal states</td>
</tr>
</tbody>
</table>

Table 2: The c.d.f.’s of transitions in state transition diagrams.

<table>
<thead>
<tr>
<th>C.d.f.</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{intp}(t)$</td>
<td>c.d.f. of the checkpoint interval.</td>
<td>GEN</td>
</tr>
<tr>
<td>$G_{fail}(t)$</td>
<td>c.d.f. of the time to generate aging-related failure.</td>
<td>GEN</td>
</tr>
<tr>
<td>$G_{cp}(t)$</td>
<td>c.d.f. of the time needed for checkpointing.</td>
<td>GEN</td>
</tr>
<tr>
<td>$G_{load}(t)$</td>
<td>c.d.f. of the loading time of checkpointed data.</td>
<td>GEN</td>
</tr>
<tr>
<td>$G_{rc}(t)$</td>
<td>c.d.f. of the time needed for rollback recovery.</td>
<td>GEN</td>
</tr>
<tr>
<td>$G_{trig}(t)$</td>
<td>c.d.f. of the time required to trigger a rejuvenation.</td>
<td>GEN</td>
</tr>
<tr>
<td>$G_{rej}(t)$</td>
<td>c.d.f. of the rejuvenation overhead.</td>
<td>GEN</td>
</tr>
<tr>
<td>$F_{fail}(t)$</td>
<td>c.d.f. of the time to generate a failure during rollback recovery.</td>
<td>EXP</td>
</tr>
</tbody>
</table>
time, the system aging accumulates and may lead to the system failure. Once the aging-related failure occurs, the system enters to state Failure, in which a series of recovery operations are forced to undergo, that is, the system moves to state Recovery after the loading of checkpointed data, and becomes normal again after the completion of the rollback recovery. The system can go to state Rejuvenation or state Checkpointing before the occurrence of system failure, according to the c.d.f.’s of transitions to rejuvenation points and checkpoints. In particular, state Checkpointing’ represents the checkpointing execution state of the system with an enabled rejuvenation (i.e., a rejuvenation point has been reached).

The main difference between Model-I and Model-II is the procedure just after the completion of recovery process. In Model-I, the system goes back to the normal state from state Recovery, whereas the system executes checkpointing immediately after the rollback recovery and enters to state Checkpointing in Model-II.

3. System Availability Analysis

In this section, we first introduce the definition of the PH distribution [25], and then derive the underlying approximate CTMCs for the non-Markovian state transition diagrams in Fig. 1 with the phase approach by replacing all general distributions with the corresponding PH distributions. Finally, both stationary and transient solutions for Model-I and Model-II through CTMC analysis are presented. The measures of interest are the steady-state availability and the point-wise availability of the system.

3.1 PH Distribution

The PH distribution is defined as the time to absorption in a finite Markov chain with one absorbing state. Strictly speaking, the PH distribution is classified into continuous and discrete PH distributions. This paper deals with continuous PH distribution. Without loss of generality, the infinitesimal generator $Q$ of CTMC is assumed to be partitioned as follows:

$$Q = \begin{pmatrix} T & \xi \\ 0 & 0 \end{pmatrix},$$

(1)

where $T$ and $\xi$ correspond to transition rates between transient states and the exit rates from transient states to the absorbing state, respectively. Let $\alpha$ be an initial probability vector over the transient states. The c.d.f. and p.d.f. (probability density function) of PH distribution are given by

$$F_{PH}(t) = 1 - \alpha \exp(Tt)1, \quad f_{PH}(t) = \alpha \exp(Tt)\xi,$$

(2)

in the above equation, $1$ is a column vector containing all $1$ elements. Note that $\xi = -T1$, the transient states are called phases.

The PH distribution has several sub-classes according to the structure of $T$ (see e.g., [26]). In particular, the acyclic PH distribution (APH) is the widest class among mathematically tractable PH distributions. Cumani [27] derived the canonical forms (CFs) as the minimal representation of APH, which has the smallest number of free parameters. The CF1 (canonical form 1) is defined by

$$\alpha = (\alpha_1 \alpha_2 \cdots \alpha_m),$$

(3)

$$T = \begin{pmatrix} -\beta_1 & \beta_1 & 0 \\ -\beta_2 & \beta_2 & 0 \\ \vdots & \vdots & \ddots \end{pmatrix}, \quad \xi = \begin{pmatrix} 0 \\ 0 \\ \vdots \end{pmatrix},$$

(4)

where $\alpha_i \geq 0, \sum \alpha_i = 1$ and $0 < \beta_1 \leq \cdots \leq \beta_m$ for $m$ phases. The PH distribution can approximate any kind of probability distribution defined on non-negative domain, and the accuracy of approximation depends on the number of phases and the phase structures. The purpose of approximation is to determine the PH parameters ($\alpha, T, \xi$) to approximate the original distribution with the fitted PH distribution. In general, three types of methods have been proposed: moment matching, maximum likelihood estimation (MLE), and Bayes estimation [25].

3.2 PH-Expanded CTMCs

The general distributions in Table 2 are approximated by PH distributions with appropriate phases:

$$F^P(t) = 1 - \alpha_x \exp(T_xt)1_x, \quad f^P(t) = \alpha_x \exp(T_xt)\xi_x,$$

(5)

for $x \in \{intv, fail, cp, load, rc, trig, rej\}$. The PH parameters ($\alpha_x, T_x, \xi_x$) for each approximate distribution are estimated by using a PH fitting algorithm which is based on MLE with EM (expectation-maximization) principle [25], [28].

Using the above PH distributions, the PH-expanded CTMCs for the state transition diagrams in Fig. 1 are derived and formulated in Eqs. (6) and (7) based on the Kronecker representation [16]. More precisely, Eq. (6) indicates the infinitesimal generator matrix of the approximate CTMC for Model-I and Eq. (7) represents the infinitesimal generator matrix of the approximate CTMC for Model-II with the order $[Normal, Checkpointing, Checkpointing’, Rejuvenation, Failure, Recovery]$. In these equations, $\otimes$ and $\oplus$ are the Kronecker product and sum [29], $I$ is an identity matrix, and $1/\lambda_{fail}$ is the mean value of c.d.f. $F_{fail}(t)$, namely, the mean time to failure during rollback recovery operation.

Since the lifetime is not reset when the system enters to the state Checkpointing, thus the entry of either $Q_1$ or $Q_2$, $$(\xi_{fail} \alpha_{fail}) \otimes I \oplus I$$ indicates that only the initial states of PH-expanded CTMC related to $G_{fail}(t)$ can be entered. On the other hand, because the checkpointing operation does not refresh the system aging, the initial states of PH-expanded CTMC related to $G_{fail}(t)$ can not be reached after the transition from state Checkpointing to state Normal, which is
represented by \((\xi_r, \alpha_{\text{int}}) \otimes I \otimes I\). Moreover, the entries, \((1 \otimes \xi_{\text{fail}})\alpha_{\text{rej}}\) and \((1 \otimes 1 \otimes \alpha_{\text{load}})\), represent the transitions from the state Checkpointing to the state Rejuvenation and to the state Failure, respectively. The resets of the checkpoint interval, the clocks of lifetime and rejuvenation trigger due to the software rejuvenation and recovery in Model-I, are represented by the entries, \(\xi_{\text{rej}}(\alpha_{\text{int}} \otimes \alpha_{\text{fail}} \otimes \alpha_{\text{trig}})\) and \(\xi_{\text{rej}}(\alpha_{\text{int}} \otimes \alpha_{\text{fail}} \otimes \alpha_{\text{trig}})\), respectively. While the entry, \(\xi_{\text{rej}}(\alpha_{\text{int}} \otimes \alpha_{\text{fail}} \otimes \alpha_{\text{trig}})\), in \(Q_2\), indicates the checkpointing procedure after the completion of a rollback recovery.

3.3 System Availability Formulation

Let \(\pi_{ss}\) be the steady-state probability vector of a PH-expanded CTMC, \(Q\). Then it can be computed by solving the following linear equation \([30]\):

\[
\pi_{ss}Q = 1, \quad \pi_{ss}1 = 1.
\]

(8)

The steady-state system availability is given by

\[
A_{ss} = \pi_{ss}r,
\]

(9)

in which \(r\) is the reward (column) vector of the PH-expanded CTMC.

On the other hand, when taking account of the system state probability, \(\pi(t)\), at an arbitrary time, we define \(\pi_0\) as the initial state probability vector. Then the transient probability vector of the states in the PH-expanded CTMC can be expressed by

\[
\pi(t) = \pi_0 \exp(Qt).
\]

(10)

Here, \(\exp(Qt)\) is the matrix exponential and is given by the power series \(\exp(Qt) = \sum_{k=0}^{\infty} (Qt)^k / k!\). The uniformization technique \([31]\) is well-known as one of the most effective methods to solve Eq. (10). Similar to Eq. (9), the point-wise system availability is formulated by

\[
A(t) = \pi(t)r.
\]

(11)

The point-wise availability, usually known as instantaneous availability, of the system gives the probability that at a specified operation time \(t\), the system is operating \([17, 18, 32]\).

Since the software rejuvenation technique is adopted to achieve the long-run operation of software systems, the problem of interest is to solve the optimization problem of software rejuvenation policy for the target software system, aiming to find the optimal rejuvenation timing that maximizes the steady-state availability of the system.

4. Numerical Examples

In this section, we analyze quantitatively the system availability of a database system, such as a Microsoft SQL server with aperiodic checkpointing and software rejuvenation. Table 3 summarizes the model parameters, whose values are given according to related literatures \([11, 33]\). For example, the Weibull distribution with IFR is used to model the system failure time related to software aging with mean 10 hours, and the recovery time of rollback recovery is assumed to be log-normal distributed with coefficient of variation (CV) equal to 0.2, indicating a less variation among recovery times.

All general distributions in Table 3 are approximated by PH distributions with appropriate phases. To our knowledge, the large number of phases is needed to approximate accurately the original distribution with a small CV, while in the cases where the values of CV are large, the PH distributions with small phases such as 10 are accurate enough \([18]\). As examples, Figs. 2 (a) to 2 (d) illustrate the original general distributions and their corresponding PH distributions for \(G_{\text{int}}(t)\), \(G_{\text{fail}}(t)\), \(G_{\text{cp}}(t)\), and \(G_{\text{trig}}(t)\). In these figures, the points represent the exact distributions while the dotted lines represent the approximated PH distributions.

<table>
<thead>
<tr>
<th>c.d.f.</th>
<th>Distribution</th>
<th>Mean (hrs.)</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_{\text{int}}(t))</td>
<td>Lognormal</td>
<td>1-10</td>
<td>0.2</td>
</tr>
<tr>
<td>(G_{\text{fail}}(t))</td>
<td>Weibull</td>
<td>10</td>
<td>0.5</td>
</tr>
<tr>
<td>(G_{\text{cp}}(t))</td>
<td>Lognormal</td>
<td>0.05</td>
<td>0.2</td>
</tr>
<tr>
<td>(G_{\text{load}}(t))</td>
<td>Lognormal</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>(G_{\text{trig}}(t))</td>
<td>Lognormal</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>(G_{\text{rej}}(t))</td>
<td>Lognormal</td>
<td>5-35</td>
<td>0.1</td>
</tr>
<tr>
<td>(F_{\text{fail}}(t))</td>
<td>Exponential</td>
<td>16.67</td>
<td>1</td>
</tr>
</tbody>
</table>
Fig. 2 Approximate PH distributions ((a) $G_{\text{MCI}}(t)$ (MCI = 6 hrs.), (b) $G_{\text{fail}}(t)$, (c) $G_{r}(t)$, (d) $G_{\text{trig}}(t)$ (MRTI = 12 hrs.).)

$$\alpha_{\text{fail}} = \begin{bmatrix} 4.112827\cdot10^{-1} & 6.721564\cdot10^{-2} & 5.504224\cdot10^{-2} & 1.590405\cdot10^{-1} & 1.721057\cdot10^{-1} & 5.630395\cdot10^{-2} & 4.259914\cdot10^{-2} & 3.055624\cdot10^{-2} & 5.838983\cdot10^{-3} \\ 1.486544\cdot10^{-5} \end{bmatrix}.$$  

$$T_{\text{fail}} = \begin{bmatrix} -0.6151369 & 0.6151369 \\ -0.6151506 & 0.6151506 \\ -0.6151597 & 0.6151597 \\ -0.6410000 & 0.6410000 \\ -0.6634417 & 0.6634417 \\ -0.6911681 & 0.6911681 \\ -0.7780073 & 0.7780073 \\ -0.9173205 & 0.9173205 \\ -1.1043270 & 1.1043270 \\ -1.347526 & \end{bmatrix}.$$  

$$\xi_{\text{fail}} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1.347526 \end{bmatrix}.$$  

(12)

lines refer to the approximate PH distributions. From these figures, it is clear that both estimated PH distributions can approximate all the general distributions accurately enough. In particular, for the distribution $G_{\text{fail}}(t)$ with CV = 0.5, the approximate PH distribution with 10 phases were estimated with parameters in Eq. (12).
In order to evaluate effects of the checkpoint interval and the rejuvenation trigger interval on the system availability, as seen in Table 3, let the mean checkpoint interval (MCI) vary from 1 to 10 hours and the mean rejuvenation trigger interval (MRTI) does from 5 to 35 hours.

4.1 Steady-State Availability

This subsection gives the steady-state system availabilities for both Model-I and Model-II shown in Tables 4 and 5, respectively where MRTI = 5, 7, 10, 13, and 15 hours.

From Table 4, it is observed that the steady-state availability under each case of MRTI increases as the mean checkpoint interval increases, indicating that the shorter checkpoint interval (i.e., more frequent checkpointing) decreases the steady-state system availability. This is due to the fact that only the checkpointing operation is not able to refresh the system aging, but brings the undesired down-time, which results in the decrease of system availability. In addition, we can see that in each case of MCI the steady-state availability increases when MRTI ≤ 10 hours and decreases when MRTI > 10 hours. These mean there might exist an optimal MRTI that maximizes the steady-state system availability. Table 5 shows the steady-state availability of Model-II, so that the similar conclusions to Model-I are derived. Since the system is unavailable during the checkpointing operation, it is reasonable to consider that the Model-II involves much more downtime than the Model-I, so that the steady-state availability of Model-II is smaller than that of Model-I.

In the next subsection, we turn our attention to find the optimal MRTIs maximizing the steady-state system availabilities of Model-I and Model-II.

4.2 Optimal Rejuvenation Trigger Timings

Here, we compute the steady-state system availabilities in cases where the mean rejuvenation trigger interval varies from 5 to 35 hours and the mean checkpoint interval is fixed as 1, 2, ..., and 10, respectively, aiming to determine the optimal rejuvenation timing from the viewpoint of steady-state system availability. The sensitivity of the steady-state availability on the mean rejuvenation trigger interval in the cases of MCI = 2, 4, 6, 8 and 10 for both Model-I and Model-II is illustrated in Fig. 3.

In both of Figs. 3 (a) and 3 (b), we see that the steady-state availabilities show unimodal curves with respect to the mean rejuvenation trigger interval in all the cases of MCI. In other words, there exists an optimal rejuvenation trigger timing that maximizes the steady-state availability of the system in each case. More specifically, when the rejuvenation trigger interval is too short, the time overhead caused by the rejuvenation operation is very sensitive to the steady-state system availability, and decreases the steady-state availability against the motivation of triggering software rejuvenation. On the contrary, if the rejuvenation trigger interval is too long, the downtime due to the system failure also causes relatively smooth decrease in the steady-state system availability.

The optimal rejuvenation trigger timings and their corresponding maximum steady-state availabilities for Model-I and Model-II in all the cases are presented in Table 6. From this table, the optimal MRTIs for all cases of MCI in both of Model-I and Model-II are very similar, that means, the

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Steady-state availability of Model-I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCI (hrs.)</td>
<td>MRTI = 5 hrs.</td>
</tr>
<tr>
<td>1</td>
<td>0.84850</td>
</tr>
<tr>
<td>2</td>
<td>0.87067</td>
</tr>
<tr>
<td>3</td>
<td>0.88726</td>
</tr>
<tr>
<td>4</td>
<td>0.88154</td>
</tr>
<tr>
<td>5</td>
<td>0.88469</td>
</tr>
<tr>
<td>6</td>
<td>0.88735</td>
</tr>
<tr>
<td>7</td>
<td>0.88867</td>
</tr>
<tr>
<td>8</td>
<td>0.88913</td>
</tr>
<tr>
<td>9</td>
<td>0.88926</td>
</tr>
<tr>
<td>10</td>
<td>0.88929</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Steady-state availability of Model-II.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCI (hrs.)</td>
<td>MRTI = 5 hrs.</td>
</tr>
<tr>
<td>1</td>
<td>0.84682</td>
</tr>
<tr>
<td>2</td>
<td>0.86905</td>
</tr>
<tr>
<td>3</td>
<td>0.87716</td>
</tr>
<tr>
<td>4</td>
<td>0.87996</td>
</tr>
<tr>
<td>5</td>
<td>0.88312</td>
</tr>
<tr>
<td>6</td>
<td>0.88597</td>
</tr>
<tr>
<td>7</td>
<td>0.88710</td>
</tr>
<tr>
<td>8</td>
<td>0.88756</td>
</tr>
<tr>
<td>9</td>
<td>0.88769</td>
</tr>
<tr>
<td>10</td>
<td>0.88772</td>
</tr>
</tbody>
</table>
Table 6  Optimal rejuvenation trigger timings.

<table>
<thead>
<tr>
<th>MCI (hrs.)</th>
<th>MRTI (hrs.)</th>
<th>$A_{st}$</th>
<th>MRTI (hrs.)</th>
<th>$A_{st}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.6</td>
<td>0.86841</td>
<td>10.9</td>
<td>0.86509</td>
</tr>
<tr>
<td>2</td>
<td>11.3</td>
<td>0.89059</td>
<td>10.7</td>
<td>0.88729</td>
</tr>
<tr>
<td>3</td>
<td>11.2</td>
<td>0.89819</td>
<td>10.6</td>
<td>0.89491</td>
</tr>
<tr>
<td>4</td>
<td>11.2</td>
<td>0.90206</td>
<td>10.7</td>
<td>0.89879</td>
</tr>
<tr>
<td>5</td>
<td>11.1</td>
<td>0.90435</td>
<td>10.4</td>
<td>0.90112</td>
</tr>
<tr>
<td>6</td>
<td>11.0</td>
<td>0.90603</td>
<td>10.5</td>
<td>0.90279</td>
</tr>
<tr>
<td>7</td>
<td>11.3</td>
<td>0.90708</td>
<td>10.8</td>
<td>0.90377</td>
</tr>
<tr>
<td>8</td>
<td>11.4</td>
<td>0.90777</td>
<td>10.7</td>
<td>0.90446</td>
</tr>
<tr>
<td>9</td>
<td>11.1</td>
<td>0.90838</td>
<td>10.4</td>
<td>0.90515</td>
</tr>
<tr>
<td>10</td>
<td>10.7</td>
<td>0.90902</td>
<td>10.1</td>
<td>0.90586</td>
</tr>
</tbody>
</table>

variation in the checkpoint interval has only a very slight influence on the optimal rejuvenation trigger timing. It should be pointed out that the optimal MRTIs of Model-II are slightly smaller than those of Model-I, in other words, for the system where the checkpointing operation is executed immediately after the rollback recovery, a rejuvenation schedule with a relatively shorter rejuvenation trigger interval is preferred, compared with the case where the system state moves to the execution process immediately after the rollback recovery.

4.3  Point-Wise Availability

In this subsection, the point-wise system availabilities of two models are considered to characterize the transient behavior of the system. Figure 4 depicts the point-wise availabilities of Model-I and Model-II by time $t = 12$ hours in the case of MCI = 6 hours and MRTI = 11.0 hours. In particular, the curve in solid line illustrates the point-wise system availability of Model-I with respect to the operational time when the optimal rejuvenation trigger timing is applied for the case of MCI = 6 hours as in Table 6. The oscillations observed can be explained by the fact that at the beginning, no rejuvenation is performed and the point-wise availability first decreases due to aging-related failures, at later it is improved by the execution of rejuvenation. The similar trend on the point-wise availability can be found under Model-II. The point-wise availability of Model-II is slightly lower than that of Model-I, because of an additional checkpointing operation.

On another hand, the point-wise system availability of Model-II under an optimal rejuvenation trigger timing (i.e., MCI = 6, MRTI = 10.5) is shown in solid curve of Fig. 5, while the dotted curve gives the point-wise availability in the case of MCI = 6 hours and MRTI = 11.0 hours. From this figure, the results in two cases are very close before $t = 10$ hours, and the point-wise availability with the optimal rejuvenation trigger timing becomes lower, compared with the case of MRTI = 11.0 hours, after $t = 10$ hours. This implies that the optimal rejuvenation trigger timing, which maximizes the steady-state system availability, may not be the best choice for maximizing the point-wise system availability.

Although Model-I outperforms Model-II from the perspective of system availability (both stationary and
transient viewpoints), there are no remarkable difference between these results. But significantly, that under Model-II, the starting point of the recovery operation can be updated from the past to the current time.

5. Conclusions

In this paper, we have considered two non-Markovian availability models for the software systems that undergo aperiodic checkpointing and software rejuvenation. Due to the non-Markovian property and complexity, the state transition diagrams were converted to the approximate CTMCs via phase expansion, and then the system availabilities for both models were formulated based on the CTMC analysis. It should be noted that the challenge in our approach is not based on the trivial CTMC analysis, but is reduced to both modeling of the system behavior with multiple competitive events and derivation of the approximate CTMC using the phase expansion. Our numerical experiments have clarified: (i) the checkpointing operation was not able to refresh the system aging, but unfortunately involved downtime, resulting in the decrease of the system availability; and (ii) there existed the optimal rejuvenation trigger timing that maximizes the steady-state system availability.

In the future, we will extend our work to solve more complicated software systems with the other rejuvenation and checkpointing schemes, for example, the time-based periodic rejuvenation or checkpointing for failures related to human error caused by the system operator’s mis-operations during checkpointing.
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