Heterogeneous Graph Contrastive Learning for Stance Prediction

SUMMARY  Stance prediction on social media aims to infer the stances of users towards a specific topic or event, which are not expressed explicitly. It is of great significance for public opinion analysis to extract and determine users’ stances using user-generated content on social media. Existing research makes use of various signals, ranging from text content to online network connections of users on these platforms. However, it lacks joint modeling of the heterogeneous information for stance prediction. In this paper, we propose a self-supervised heterogeneous graph contrastive learning framework for stance prediction in online debate forums. Firstly, we perform data augmentation on the original heterogeneous information network to generate an augmented view. The original view and augmented view are learned from a meta-path based graph encoder respectively. Then, the contrastive learning among the two views is conducted to obtain high-quality representations of users and issues. Finally, the stance prediction is accomplished by matrix factorization between users and issues. The experimental results on an online debate forum dataset show that our model outperforms other competitive baseline methods significantly.
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1. Introduction

In recent years, online social media has become an important platform for users to express and discuss their personal opinions about events and issues in the real world [1]. Mining users’ real feedback from the text published by users is of great significance for understanding public opinion and analyzing social dynamics [2]. Stance detection is an important step in analyzing social media discussions, assisting public opinion analysis and decision making [3]. Given a target topic, the task of stance detection aims to determine whether a user or his/her text is in favor (agree), against (disagree), or neutral towards it. Stance detection is a key component in downstream tasks like fake news detection, argumentation systems and recommendation systems, and has become an important research direction in the field of Natural Language Processing and Social Media Analysis.

Existing research of stance detection mainly relies on large number of human annotation data to train machine learning models, and identifies user’s posts towards a given issue through a classification task, in which the text of on-topic posts are used as the features. However, it is expensive and difficult to extend to new issues [4]–[6]. In addition, users usually do not express their stance on specific topics explicitly [7]. Instead, they may show endorsements of their support or opposition to the current issue by agreeing with some other issues or other users. Therefore, inferring the stance of “silent users” has attracted much attention in recent years [8]–[10] and the task of stance prediction has emerged.

Different from traditional stance detection task, stance prediction aims at inferring the stances of users on certain targets, which are not expressed or implied on social media. The stance in social media can be inferred from a mixture of signals that might reflect user’s beliefs such as posts and online interactions. This is similar to recommending new items to users based on their purchase history. Therefore, we regard this research problem as a recommendation problem. In this paper, to capture these key factors for stance prediction, we propose a Heterogeneous Graph Contrastive Learning model (HGCL-SP), which leverages the rich heterogeneous information of users and correlation between issues [11]. Firstly, we build a heterogeneous information network (HIN) [12] to connect four types of entities (user, topic, issue and argument), and utilize a HIN to describe users, issues and the corresponding heterogeneous relationships between them. Next, motivated by the recent success of graph contrastive learning, we perform data augmentation on the constructed original graph structure to generate an augmented view. The meta-path is a relation sequence connecting two entities, which is widely used to obtain the high-order structure of HIN and the semantic relationship between entities. By passing messages along different meta-paths, high-quality node embedding can be learned. Based on this idea, a meta-path based GCN model is used to learn the two views and the final representation learning is obtained by contrasting the same node from different views. Finally, the stance prediction is completed by the matrix factorization of users and issues. We conduct comprehensive experiments on a public dataset and show that our model outperforms the SOTA methods significantly.

The contributions of this paper are summarized as follows:

- We model the task of stance prediction as a recommendation problem, and propose a Heterogeneous Graph Contrastive Learning model (HGCL-SP) that jointly models users, topics, issues and arguments through heterogeneous graph learning.
- In order to enrich the interactions of the heterogeneous...
information network, we conduct contrastive learning to maximize the similarity of representations of the same node from the original graph and the augmented view. To the best of our knowledge, this is the first attempt to utilize a heterogeneous graph contrastive learning framework for the task of stance prediction.

- We conduct comprehensive comparison experiments on a public dataset, and verify the effectiveness of each part of our approach through ablation experiments. Experimental results show that the proposed approach outperforms the state-of-the-art approaches.

2. Related Work

In this part, we introduce the existing related work on stance detection, heterogeneous graph neural network and contrastive learning.

2.1 Stance Detection

According to whether the stance is expressed in the text, existing research work related to stance detection can be divided into two categories: one is stance classification, to detect the stances of given texts, and the other is stance prediction, inferring the stances of users on certain targets, which are not expressed or implied on social media. For stance classification, most studies mainly learn the representations of the text and the target content, and then perform the classification through different deep learning models [13]–[16]. Neural models for stance detection include a few informative categories like attention-based, convolution-based and pre-training models. Yang et al. [4] proposed a two-stage deep attention neural network for target specific stance detection. The model employed densely connected Bi-LSTM to encode tweet tokens and traditional bidirectional LSTM to encode target tokens. Sun et al. [13] proposed a hierarchical attention network to learn the representation of documents with different language features and adjust the weights of different feature sets. Ghosh et al. [15] explored the reproducibility of several existing stance detection models, including both neural models and classical classifier-based models. Sun et al. [16] developed a new method that applies the recently developed BERT model for stance detection. Furthermore, Li et al. [6] proposed the BERTtoCNN model combining the classic distillation loss with similarity-preserving loss to improve the performance of stance detection. In order to enrich semantics of the user text, some work tried to introduce external knowledge [5], [17], [18]. Zhang et al. [5] used external knowledge such as semantic and emotion lexicons to supplement the target information, and put forward a knowledge transfer model that can be used for cross-domain stance detection. In addition, Liu et al. [17] proposed a graph representation learning model to capture the relationship between targets and introduced common knowledge to further improve the stance detection task.

For stance prediction, most studies mainly predict the stances of users from micro and macro levels in social media platforms [4], [9] or online debate forums [8], [10]. From the microscopic perspective, stance prediction can be viewed as a recommendation problem. Qiu et al. [19] proposed a latent factor model, which integrated the arguments, interactions and attributes of users into a collaborative filtering framework, and completed the stance prediction task on CreateDebate. In addition, Sasaki et al. [1] used Factorization Machine (FM) to model the preferences of social media users. By analyzing the experimental results, it can be seen that the historical behavior of users is helpful to predict the stance of “silent users”. Huang et al. [10] proposed a Heterogeneous Argument Attention Network, which jointly learned stance prediction and persuasiveness prediction in multi-round of dialogues. The advantage of this model lies in that it makes use of argument structure information through the GNN module. The macro level stance prediction is usually regarded as a collection of micro level predictions, to infer the opinion of public on an event in some specific cases [8].

2.2 Heterogeneous Graph Neural Network

Graph neural networks [20] have become a research hotspot in the field of deep learning. According to the number of entity types contained in the graph, it can be divided into homogeneous graphs [21] and heterogeneous graphs [22]. Wang et al. [23] proposed a heterogeneous graph neural network based on node-level and semantic-level attention mechanism. The importance of nodes and meta-paths can be fully taken into account by using the hierarchical attention mechanism. However, this model only considers the start node and the end node of meta-paths, resulting in information loss. Therefore, Fu et al. [24] proposed two information aggregation strategies, which aggregate neighbor information from within and between meta-paths to generate node embedding, thus effectively solving the problem of missing information. Gong et al. [22] proposed an attention-based heterogeneous graph neural network, which learns the representation of entities by using content features and heterogeneous context features. Because different meta-paths have different meanings, this model can learn users’ actual preferences under the guidance of attention mechanism.

2.3 Contrastive Learning

In recent years, graph representation learning based on contrastive learning has achieved good results [25], [26]. Zhu et al. [25] proposed a new heterogeneous graph contrastive learning framework, which generates different views through data augmentation, and learns node representations by maximizing the consistency of the same node representations in different views. Wang et al. [27] conducted a contrastive learning between the network schema view and the meta-path view of a HIN. In addition, contrastive learning can also be used for multi-task learning. Wu et al. [26] re-
guarded the traditional supervised recommendation task as the main task, and constructed an auxiliary self-supervised task to improve graph representation learning. Experiments show that this method can effectively solve the long-tail recommendation problem.

In this paper, we model the traditional stance prediction problem as a recommendation problem, and propose a self-supervised heterogeneous graph contrastive learning method to predict the user’s stance. Our model can be easily extended to other recommendation applications.

3. Model

In this section, we first formulate our task and then introduce the details of our proposed model.

3.1 Task Definition

We use CreateDebate as our data source, which is a widely used public online debate forum. As shown in Fig. 1, given a topic in CreateDebate, it contains a number of debate issues, where each debate issue describes a specific question such as “Catholicism or Christian?”. For each issue, users express their views by publishing arguments, such as “I am Christian, not anti catholic, just based off what I’ve learned, Catholicism is not right.” The task of stance prediction is to predict the stance (support, oppose or neutral) of a user i on a target debate issue j before the user expresses his opinions.

We propose a Heterogeneous Graph Contrastive Learning model for Stance Prediction (HGCL-SP) on online debate forums. The overall framework of HGCL-SP is shown in Fig. 2. It consists of four main parts: (1) HIN Construction and Data Augmentation, (2) Meta-path Guided Graph Encoder, (3) Contrastive Learning, and (4) Matrix Factorization for Stance Prediction.

3.2 HIN Construction

Heterogeneous Information Network $G = (\mathcal{V}, \mathcal{E})$ is a directed graph consisting of a node set $\mathcal{V}$ and an edge set $\mathcal{E}$. $G$ is related to a node type mapping function $\phi: \mathcal{V} \rightarrow \mathcal{N}$ and an edge type mapping function $\varphi: \mathcal{E} \rightarrow \mathcal{R}$. $\mathcal{N}$ and $\mathcal{R}$ represent sets of node and edge types, where $|\mathcal{N}| + |\mathcal{R}| > 2$.

We define a HIN with four types of entities: user (U), topic (T), issue (I), and argument (A). The following five heterogeneous relationships are considered to enrich the user and issue information:

- **R1**: To model the relation between a user and his participated issues, we construct the user-participate-issue matrix $A_1$, where each element $a_{i,j} \in \{0, 1\}$ represents if user $i$ participates in issue $j$.
- **R2**: We construct a user-post-argument matrix $A_2$ to model the interaction between a user and his posted arguments, where each element $s_{i,j} \in \{0, 1\}$ indicates whether argument $j$ is posted by user $i$.
- **R3**: To model the relationship between a user and his...
discussed topics, we construct a user-discuss-topic matrix \( A_3 \), where each element \( d_{ij} \in \{0,1\} \). It represents if user \( i \) participates in the discussion of topic \( j \).

- **R4**: To model the relationship between an issue and its topic, we construct an issue-belong-topic matrix \( A_4 \), where each element \( b_{ij} \in \{0,1\} \) denotes whether issue \( i \) belongs to topic \( j \).

- **R5**: We construct an issue-involve-argument matrix \( A_5 \) to model the relationship between an issue and an argument, where each element \( l_{ij} \in \{0,1\} \) denotes whether issue \( i \) involves argument \( j \).

Based on the above relationships, we construct a HIN as the original graph \( G_o = (V, E) \) to learn the representation of the users and issues. In our case, there are four types of entity (i.e., user, issue, argument and topic) and five types of relationship as aforementioned in \( G_o \), as shown in Fig. 3.

### 3.3 Data Augmentation

The core idea of contrastive learning is to get high-quality representation of entities by making similar samples closer and different samples far away from each other. Inspired by the recent success of contrastive learning, some recent approaches leverage contrastive learning losses to learn node representations by maximizing the similarity between two randomly perturbed versions of the intrinsic features and link structure of the same node’s local subgraph [27]. Therefore, we first perform data augmentation to generate multiple views, and then conduct contrastive learning based on the generated representation. In order to improve the effectiveness of graph data augmentation, we propose a joint Edge Disturbance method, which includes Edge Drop and Edge Add. For Edge Drop, some edges in \( G_o \) are randomly discarded at a certain dropout ratio \( r \). While for Edge Add, some edges are randomly increased with a certain ratio. We first perform the Edge Drop on the original graph, and then add edges randomly. Experiments show that the proposed Edge Disturbance method is the most effective.

### 3.4 Meta-Path Guided Graph Encoder

A meta-path \( P \), in the form of \( N_1 \xrightarrow{R_1} N_2 \xrightarrow{R_2} \cdots \xrightarrow{R_l} N_{l+1} \), which describes the composite relationship \( R = R_1 \circ R_2 \circ \cdots \circ R_l \) between node \( N_1 \) and \( N_{l+1} \), where \( \circ \) represents the composite operator acting on relations.

To effectively learn the potential interactions of entities and capture the high-order structure, we select several meta-paths for users and issues respectively. Typical meta-paths describing the interaction between users are as follows: the meta-path user \( \xrightarrow{\text{post}} \text{issue} \xrightarrow{\text{involve}} \text{argument} \) means if two users post their arguments on the same issue, they are similar. The meta-path user \( \xrightarrow{\text{discuss}} \text{issue} \xrightarrow{\text{involve}} \text{user} \) denotes that two users can be related when they participate in the same issue. The meta-path user \( \xrightarrow{\text{issue}} \text{participate}^{−1} \text{issue} \) means two users are related if they have participated in discussions of the same topic.

We also select two meta-paths to describe the relationship between issues: issue \( \xrightarrow{\text{belong}} \text{topic} \xrightarrow{\text{belong}}^{−1} \text{issue} \) and issue \( \xrightarrow{\text{participate}} \text{user} \xrightarrow{\text{participate}}^{−1} \text{issue} \). These two meta-paths indicate that two issues are related if they have been participated by the same user or belong to the same topic.

After selecting the meta-paths, we use two GCN models to learn representation of the original graph \( G_o \) and the augmented graph \( G_e \). Taking the original graph \( G_o \) as an example, we will introduce the model in detail. Given a HIN \( G_o = (V, E) \) with a group of meta-paths \( P = \{P_1, P_2, \ldots, P_M\} \) as well as the corresponding adjacency matrices \( \mathcal{A} = \{A_1, A_2, \ldots, A_M\} \) (\( M \) represents the number of meta-paths), a multi-layer GCN is used to generate the representation of user based on each meta-path, as shown below:

\[
z_p^{l+1} = \sigma\left(D_p^{−1/2}(A_p + \text{I}_p)D_p^{−1/2}z_p^lW_p^l\right)
\]

where \( \sigma(x) \) is a rectified linear activation function defined as \( \text{RELU}(x) = \max(0,x) \). \( z_p^{l+1} \) denotes the \((l+1)\)-Layer the representation of user. Here \( p \) means the \( i \)-th meta-path. \( z^{(0)} \) is the content feature. Specifically, for the content feature of issue, we use Word2vector to get the semantic embedding of the issue. We also use the similar method to generate the content feature of the user. \( A_p \) and \( \text{I}_p \) represent the
adjacency matrix and the corresponding identity matrix of the meta-path $p_l$, respectively. $D_{p_l}$ is a degree matrix, and only diagonal elements have numerical values. This matrix is used to normalize the adjacency matrix. $W^{l}_{p_l} \in \mathbb{R}^{d_{inp} \times d_{out}}$ is the weight matrix of layer $l$ under the guidance of meta-path $p_l$. $d_{inp}$ and $d_{out}$ represent the input dimension and output dimension of each layer of GCN respectively.

However, the representation of different meta-paths contribute differently to the final representation of entities. Therefore, we use attention mechanism to solve this problem. Under the guidance of attention mechanism, the representations based on different meta-paths are fused to obtain the final representation under this view:

$$z^t_o = \sum_{i=1}^{M} \beta_{p_l} \cdot z_{p_l}$$

where $z^t_o$ is the final representation of users under this view. $\beta_{p_l}$ denotes the weight of the representation from different meta-paths, it is calculated as follows:

$$\beta_{p_l} = \frac{\exp(\sigma(a z_{p_l}))}{\sum_{i} \exp(\sigma(a z_{p_l}))}$$

$z_{p_l}$ is the representation of user learned under the meta-path $p_l$. $a$ is an attention vector. For the augmented graph $G_a$, we can also obtain the representation of users $z^t_o$ and the representation of debate issues $z^t_i$.

### 3.5 Contrastive Learning

After obtaining the representations of the same node from the original graph and the augmented graph, we leverage a contrastive learning loss to maximize agreement between them. Specifically, we treat the representations under different views of the same node as positive samples and the representations of other nodes as negative samples. Inspired by [26], we maximize the agreement between positive samples and minimize the similarity between negative samples. The contrastive loss of user nodes can be defined as follows:

$$L_u = \sum_{m \in \text{neg}} -\log \frac{\exp(\text{sim}(z^t_o, z_i^t)/\tau)}{\sum_{m \in \text{neg}} \exp(\text{sim}(z^t_o, z_i^t)/\tau)}$$

where $\text{sim}(x, y)$ represents the cosine similarity between the two vectors $x$ and $y$, and $\tau$ denotes a temperature parameter. Similarly, we obtain the contrastive loss $L_i$ of debate issues.

### 3.6 Matrix Factorization for Stance Prediction

Based on the representation of users and issues learned from previous step, we utilize matrix factorization, a widely used recommendation method to perform the stance prediction task. $\hat{s}_{u,j}$ is user $i$'s stance (support or oppose) on issue $j$, and can be defined as follows:

$$\hat{s}_{u,j} = a_u \cdot z^t_i \cdot t^T + a_i \cdot t^T z^t_o + v_u v_i^T$$

where $v_u \in \mathbb{R}^{m \times D}$ and $v_i \in \mathbb{R}^{n \times D}$ are the latent factor of users and issues, respectively. $n$ and $m$ are the number of the issues and users. $D$ is the dimension of the latent factors. $z^t_o$ and $z^t_i$ are the representation of users and issues, respectively. $t^T \in \mathbb{R}^{n \times m}$ and $t^T \in \mathbb{R}^{m \times D}$ are transformation matrices that force $z^t_o$ and $z^t_i$ to the same space. $O_a$ represents dimension of the attention vectors. $\alpha_a$ and $\alpha_i$ are tuning parameters.

In the setting of our problem, we need to predict the user’s stance towards an issue is to support or oppose. To be utilized the implicit feedback (user and issue pairs without interaction), stance $s_{ij} = 0$ can be explained in two ways: user $i$ is opposed to issue $j$, or user $i$ has not expressed any stance on issue $i$. We introduce a confidence parameter $c_{ij}$ to pose on the negative samples that the user and the issue have no interactions in the recommendation loss [28]. The larger $c_{ij}$ is, the more we believe in $s_{ij}$:

$$c_{ij} = \begin{cases} a & s_{ij} = 1 \\ b & s_{ij} = 0 \end{cases}$$

where $a$ and $b$ are tuning parameters contented $a > b > 0$.

The objective function of the MF part can be defined as:

$$L_{MF} = (s_{u,j} - \hat{s}_{u,j})^2 \cdot c_{ij} + \lambda (\|v_u\|_2 + ||v_i||_2)$$

where $\lambda$ denotes the regularization parameter.

Finally, we combine the loss of MF and the loss of contrastive learning to obtain the final objective function of our model:

$$L_{final} = L_{MF} + L_u + L_i$$

where $L_u$ and $L_i$ are the contrastive losses of users and issues respectively.

### 4. Experiments

#### 4.1 Dataset

The dataset we use is from Qiu’s work [19]. The data was crawled from the CreateDebate website, involving 4994 users and 11 topics. Each topic contains a number of issues. The debate issue describes a specific question such as “Does God exist?” The stances of these issues are usually divided into two categories, which are “support” or “oppose”. In addition, each debate issue contains a number of arguments posted by users. Each argument is written by a user towards an issue, such as “I well, I need to say that modern technology has exceeded some parts of the bible, coran, or other religious books.” It can be either a separate post or a reply to the previous arguments. Table 1 shows the statistics of the CreateDebate dataset.

#### 4.2 Baselines

As mentioned above, stance prediction problem can be regarded as a recommendation problem in a certain sense, we compare our proposed model with the following advanced recommendation methods:
We use GCN with three layers to generate the node representations. The dimensions of the three layers are set to 256, 128 and 64 respectively. For the number of user and issue latent factors, we tested several values in validation set and found that when it is equal to 50, the result is the best. We mainly use Precision, Recall, F1-score as the evaluation metrics. Based on the Recall and Precision, the harmonic average F1-score is calculated. Firstly, we can get the values of $F_1^\text{support}$ and $F_1^\text{oppose}$ by the following formulas, and then take the average $F_1^\text{avg}$ of them as the final result of the model.

$$F_1^\text{support} = \frac{2 \times \text{Precision}_{\text{support}} \times \text{Recall}_{\text{support}}}{\text{Precision}_{\text{support}} + \text{Recall}_{\text{support}}}$$  \hspace{1cm} (9)  

$$F_1^\text{oppose} = \frac{2 \times \text{Precision}_{\text{oppose}} \times \text{Recall}_{\text{oppose}}}{\text{Precision}_{\text{oppose}} + \text{Recall}_{\text{oppose}}}$$  \hspace{1cm} (10)  

$$F_1^\text{avg} = \frac{F_1^\text{support} + F_1^\text{oppose}}{2}$$  \hspace{1cm} (11)  

### 4.4 Experiment Results

In this part, we compare the results of our proposed model HGCL-SP with the baseline methods. From Table 2, we can come to the following conclusions: (i) Compared with other methods, the performance of collaborative filtering based methods PMF, HFT and FM are worse. Among the three methods, FM achieves the best results because of the integration of a variety of complex features. (ii) The results of DCN and DeepFM are significantly better than that of collaborative filtering based methods, demonstrating that deep learning based methods can effectively capture the deep interaction between users and issues. (iii) Among these methods, HGCL-SP has the best performance. Specifically, compared with the state-of-the-art recommendation model IGMC, HGCL-SP improves nearly 9.89% under the evaluation metric of $F_1^\text{avg}$. All the above results show that HGCL-SP can effectively identify potential interactions and understand user preferences, by introducing heterogeneous rela-

### Table 1 Statistics of the CreateDebate dataset.

<table>
<thead>
<tr>
<th>Type</th>
<th>Number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td># users</td>
<td>4,994</td>
<td>On average, each user has 8 arguments.</td>
</tr>
<tr>
<td># topics</td>
<td>11</td>
<td>Religion, politics, technology and other topics.</td>
</tr>
<tr>
<td># issues</td>
<td>1,727</td>
<td>On average, each topic contains 157 issues.</td>
</tr>
<tr>
<td># arguments</td>
<td>39,549</td>
<td>An average of 23 arguments per topic.</td>
</tr>
<tr>
<td># user stances</td>
<td>17,843</td>
<td>Total number of stances posted by users.</td>
</tr>
<tr>
<td># support stances</td>
<td>8,601</td>
<td>Number of support stances posted by users.</td>
</tr>
<tr>
<td># oppose stances</td>
<td>9,242</td>
<td>Number of oppose stances posted by users.</td>
</tr>
</tbody>
</table>

### Table 2 Results of our model and the baselines. $\ast$ indicates that the result is better than the method in the previous column at 5% significance level by Wilcoxon signed-rank test.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$F_1^\text{support}$</th>
<th>$F_1^\text{oppose}$</th>
<th>$F_1^\text{avg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods based on collaborative filtering</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMF</td>
<td>0.4694</td>
<td>0.5516</td>
<td>0.5105</td>
</tr>
<tr>
<td>HFT</td>
<td>0.5238</td>
<td>0.5595</td>
<td>0.5417</td>
</tr>
<tr>
<td>FM</td>
<td>0.6766</td>
<td>0.6410</td>
<td>0.6588</td>
</tr>
<tr>
<td>Methods based on deep learning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCN</td>
<td>0.7322</td>
<td>0.6629</td>
<td>0.6976</td>
</tr>
<tr>
<td>DeepFM</td>
<td>0.7430</td>
<td>0.6706</td>
<td>0.7068</td>
</tr>
<tr>
<td>IGMC</td>
<td>0.6434</td>
<td>0.8015</td>
<td>0.7225</td>
</tr>
<tr>
<td>Our method</td>
<td>HGCL-SP</td>
<td>0.8365(\ast)</td>
<td>0.8064(\ast)</td>
</tr>
</tbody>
</table>

- **PMF**: Probabilistic matrix factorization [29]. The PMF model is widely used in ratings at first, which has a linear relationship with the number of observed values and works well on large, sparse and unbalanced datasets. We modified it to adapt to the one-class collaborative recommendation.

- **HFT**: Hidden factors and hidden topics models [30]. HFT performs numerical ratings by applying exponential transformation function to matrix factorization model. It combines the content filtering and the collaborative filtering by assuming that arguments are generated by user factors or issue factors.

- **FM**: Factorization Machine [1]. It has the advantages of both factorization models and Support Vector Machines (SVM). In stance prediction, FM is applied to model user preferences toward issues based on the historical interactions of stance arguments and users.

- **DCN**: Deep Cross Network [31], which can deal with a large number of dense and sparse features. The cross network makes up multiple layers, and in each layer, the interactions of the previous layer are retained to obtain high-order interactions.

- **DeepFM**: A neural network based on the combination of factorization machines and deep neural networks can model feature interaction from high-order and low-order aspects respectively [32].

- **IGMC**: An inductive matrix completion method independent of auxiliary information can effectively alleviate data sparsity [33]. This model uses graph neural networks to model the relationship between nodes.

#### 4.3 Experiment Settings

In our experiment, we divide the data set into training set, validation set and test set with a ratio of 80%, 10% and 10%. We tuned all parameters in the validation set and report the results on the test set. We use GCN with three layers to generate the node representations. The dimensions of the three layers are set to 256, 128 and 64 respectively. For the number of user and issue latent factors, we tested several values in validation set and found that when it is equal to 50, the result is the best. We mainly use Precision, Recall, F1-score as the evaluation metrics. Based on the Recall and Precision, the harmonic average F1-score is calculated. Firstly, we can get the values of $F_1^\text{support}$ and $F_1^\text{oppose}$ by the following formulas, and then take the average $F_1^\text{avg}$ of them as the final result of the model.

$$F_1^\text{support} = \frac{2 \times \text{Precision}_{\text{support}} \times \text{Recall}_{\text{support}}}{\text{Precision}_{\text{support}} + \text{Recall}_{\text{support}}}$$  \hspace{1cm} (9)  

$$F_1^\text{oppose} = \frac{2 \times \text{Precision}_{\text{oppose}} \times \text{Recall}_{\text{oppose}}}{\text{Precision}_{\text{oppose}} + \text{Recall}_{\text{oppose}}}$$  \hspace{1cm} (10)  

$$F_1^\text{avg} = \frac{F_1^\text{support} + F_1^\text{oppose}}{2}$$  \hspace{1cm} (11)  

### 4.4 Experiment Results

In this part, we compare the results of our proposed model HGCL-SP with the baseline methods. From Table 2, we can come to the following conclusions: (i) Compared with other methods, the performance of collaborative filtering based methods PMF, HFT and FM are worse. Among the three methods, FM achieves the best results because of the integration of a variety of complex features. (ii) The results of DCN and DeepFM are significantly better than that of collaborative filtering based methods, demonstrating that deep learning based methods can effectively capture the deep interaction between users and issues. (iii) Among these methods, HGCL-SP has the best performance. Specifically, compared with the state-of-the-art recommendation model IGMC, HGCL-SP improves nearly 9.89% under the evaluation metric of $F_1^\text{avg}$. All the above results show that HGCL-SP can effectively identify potential interactions and understand user preferences, by introducing heterogeneous rela-
In order to analyze the effects of different combination of meta-paths, different data augmentation methods and parameters on the experimental results, we carried out the following experiments.

### 4.5 Ablation Experiment

In this section, we get the variant models by removing different parts of HGCL-SP, and compare them with HGCL-SP to get the contribution degree of different parts to the final performance:

- **w/o heterogeneous information**: Our model removes the heterogeneous information and only keeps the interactions of users and issues.
- **w/o contrastive learning**: Our model without data augmentation and contrastive learning.

The comparison results of HGCL-SP and the two variants are shown in Table 3. Compared with the full model HGCL-SP, we find that the results of model w/o heterogeneous information drops by about 11% under all the metrics, which indicates that the integration of heterogeneous information network is very important for stance prediction in online debate forums. At the same time, we also find that contrastive learning can learn better representation of users and issues and improve the result of stance prediction.

### 4.6 Detailed Analysis

In order to analyze the effects of different combination of meta-paths, different data augmentation methods and parameters on the experimental results, we carried out the following experiments.

#### 4.6.1 Different Combination of Meta-Paths

Due to different meta-paths have different semantics, it is important to choose high-quality meta-paths for the experimental results. We analyze the influence of different combinations of meta-paths on the experimental results. Specifically, for users, there are three meta-paths $P_1: U \rightarrow A \rightarrow I \rightarrow A \rightarrow U$, $P_2: U \rightarrow I \rightarrow U$, $P_3: U \rightarrow T \rightarrow U$. As for the issue, there are two meta-paths $P_4: I \rightarrow U \rightarrow I$, $P_5: I \rightarrow T \rightarrow I$. We randomly select the above meta-paths to combine. As shown in Table 4, we can see that with the increase of the number of meta-paths, the results increase, and the best result is achieved when five meta-paths are combined. At the same time, different meta-paths have different effects on the experimental results. Therefore, it is reasonable for us to use attention mechanism to fuse different meta-paths.

#### 4.6.2 Different Data Augmentation Methods

Data augmentation directly affects the results of graph contrastive learning. Figure 4 shows the results of Edge Drop, Edge Add and Edge Disturbance. We can observe that the
4.6.3 Parameter Sensitivity Analysis

Next, we will analyze the effects of different parameters on the experiment. In order to utilize the implicit feedback, we introduce a confidence parameter \( c_{ij} \) to pose on the negative samples that the user and the issue have no interactions in the recommendation loss. We vary the confidence parameter \( c_{ij} \) to 0.1, 0.01 and 0.001 in Fig. 5, and find that when \( c_{ij} = 0.01 \), the results are the best. Temperature \( \tau \) plays an important role in obtaining high-quality negative samples. We set different \( \tau \) values (i.e., 0.1, 0.3, 0.5 and 0.7) for the experiment. As shown in Fig. 6, we can see that with the increase of \( \tau \), the results first increase and then decrease, and when \( \tau = 0.5 \), the best results are achieved.

5. Conclusion

In this paper, we propose a heterogeneous graph contrastive learning model for the task of stance prediction (HGCL-SP) on the online debate forums. HGCL-SP utilizes the rich heterogeneous information of users and correlation between issues to form a HIN and learns the graph representation via a meta-path guided GCN encoder. At the same time, HGCL-SP introduces the contrastive learning mechanism, which generates an augmented graph view by Edge Disturbance and maximizes the agreement of node representations in these two views. Finally, the stance is predicted by the matrix factorization of the users and issues. Through experiments, we prove that the heterogeneous graph representation learning method proposed in this paper can effectively predict user stances, and heterogeneous graph representation learning can be improved by contrastive learning of different views.

In the future, we will try other data augmentation methods, such as counterfactual data augmentation, to enrich the heterogeneous graph learning and improve stance prediction.
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