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SUMMARY This paper proposes an efficient self-organizing map algorithm based on reference point and filters. A strategy called Reference Point SOM (RPSOM) is proposed to improve SOM execution time by means of filtering with two thresholds \( T_1 \) and \( T_2 \). We use one threshold, \( T_1 \), to define the search boundary parameter used to search for the Best-Matching Unit (BMU) with respect to input vectors. The other threshold, \( T_2 \), is used as the search boundary within which the BMU finds its neighbors. The proposed algorithm reduces the time complexity from \( O(n^2) \) to \( O(n) \) in finding the initial neurons as compared to the algorithm proposed by Su et al. \cite{16}. The RPSOM dramatically reduces the time complexity, especially in the computation of large data set. From the experimental results, we find that it is better to construct a good initial map and then to use the unsupervised learning to make small subsequent adjustments.
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1. Introduction

Self-organizing map (SOM), originally suggested by Kohonen \cite{7}, is a very popular unsupervised neural network model for the analysis of high-dimensional patterns in data mining applications. It has been used to map high-dimensional input space and reduce it to two dimensions. Unfortunately, SOM suffered from the trial-and-error method requiring a large amount of iterations for searching a neighborhood preserved feature map \cite{2}, \cite{20}. In this paper, we propose an efficient self-organizing map method to improve the performance of SOM. This paper proposes a new algorithm that calculates the distance from all the input points and distance from neuron to reference point in advance. In this way, it can filter out the neurons, which have no chance to become chosen winning neurons and neighborhood neurons. We used a threshold as the search boundary in which to input and conduct vector searches for the Best-Matching Unit (BMU). Another threshold is used as the search boundary in which the BMU finds its neighbors.

We ran our algorithm on the data set of a Yeast database and the UCI KDD Archive to illustrate the performance of the proposed method.

In our method, the usage of a reference point is introduced not only for improving the search for the winners among the input neurons but also in finding candidates among the neighbors, which are adjacent to the winners. We propose a reference point to improve efficiency of SOM. The method reduces the time complexity from \( O(n^2) \) to \( O(n) \) in the steps of finding the initial neurons as compared to the algorithm proposed by Su et al.

The remaining sections of this paper are organized as follows: the next section briefly presents the Kohonen’s SOM algorithm and related work on efficient SOM algorithm; in the third section, we give a detailed description of our algorithm and experimental results of the dataset from the Yeast database and UCI KDD Archive are provided in the fourth section. The conclusions are given in the last section.

2. Related Work

SOM algorithm is applicable to large data sets. The goal of SOM is to transform patterns of high dimensionality into a low-dimensional topological map. The training algorithm proposed by Kohonen for forming a feature map is stated as follows \cite{5}.

- **Initialization**: Choose random values for the initial weights \( w_i \).
- **Winner Finding**: Find the winning neuron \( c \) at time \( t \), using the minimum Euclidean distance criterion

\[
    c = \text{arg min}_i \| x - w_i \|, \quad i = 1, 2, \ldots, M \tag{1}
\]

where \( x = [x_1, \ldots, x_m] \in R^m \) represents an input vector at time \( t \), \( M \) is the total number of neurons, and \( \| \cdot \| \) indicates the Euclidean norm.

- **Weights Updating**: Adjust the weights of the winner and its neighbors, using the following rule:

\[
    w_i(t+1) = w_i(t) + \eta(t) h_{ci}(t)[x(t) - w_i(t)], \tag{2}
\]

\[
    h_{ci} = \exp \left( - \frac{\| r_c - r_i \|^2}{2\sigma^2(t)} \right), \tag{3}
\]

where \( x(t) \) represents an input data at time \( t \), \( h_{ci}(t) \) is the topological neighborhood function of the winner neuron \( c \) at time \( t \), and \( \eta(t) \) is a positive constant called
“learning-rate factor”, \( r_c \in R^2 \) and \( r_i \in R^2 \) are the location vectors of nodes \( c \) and \( i \), respectively. \( \sigma(t) \) defines the width of the kernel. Both \( \eta(t) \) and \( \sigma(t) \) will decrease with time. It should be emphasized that the success of the map formation is critically dependent on the values of the main parameters (i.e., \( h_c(t) \) and \( \eta(t) \)), initial values of weight vectors, and the pre-specified number of iterations.

In the case of a discrete data set and fixed neighborhood kernel, the sum of squared-error of SOM can be defined as follows:

\[
SSE = \sum_{j=1}^{n} \sum_{i=1}^{M} h_{ci} \| x_j - w_i \|^2 \quad (4)
\]

Where \( n \) is the number of training samples, and \( M \) is the number of map units. Neighborhood kernel \( h_{ji} \) is centered at unit \( c \), which is the BMU of input vector \( x_j \), and evaluated for unit \( i \).

Several research papers [1], [3], [14], [19], [21] have attempted to shorten the processing time of SOM. Kohonen originally identified three speedup approaches, namely, Shortcut Winner Search, Increasing the Number of Units in SOM, and Smoothing [8]. The Shortcut Winner Search approach refers to the algorithms for fast identification of BMU. The Shortcut Winner Search scheme can greatly reduce the time for the winner search process for some big maps. The basic idea of the second approach is to estimate good initial values for a map that contains plenty of neurons, based on a much smaller SOM. Finally, the smoothing approach adopts an early stopping heuristic in which the data driven fine tuning process is substituted by a smoothing technique of the neural locations.

Several different approaches have been proposed to improve the conventional SOM algorithm. Jun et al. [4] proposed a self-organizing feature map algorithm based on incremental ordering. Lo and Bavarian [13] addressed the effect of neighborhood function selection on the rate of convergence of SOM algorithm. Fritzke [3] proposed a new self-organizing neural network model that can determine shape as well as size of the network during the simulation in an incremental fashion. Kiang et al. [6] developed a “circular” training algorithm that tries to overcome some of the ineffective or inaccurate topological representations caused by the “boundary” effect. Koike et al. [9] proposed a two-stage self-organizing map algorithm with a threshold operation. Koike’s map algorithm showed that the two-stage SOM improves the classification capability for high dimensional data through numerical simulations.

If there were \( M \) map neurons in the Kohonen SOM, then the total number of comparison operations to be performed during learning by an exhaustive search of the winners is \( O(M^2) \)[8]. Liu and Xu [12] proposed a topological principal component analysis model, which can enhance the learning speed. Koikkalainen and Oja [10] and Truong [18] proposed a tree-structured SOM to improve the winner search reducing the number of search operations to \( O(M \log M) \), where \( M \) is the total number of neurons.

A self-organizing topological tree with \( O(\log M) \) was proposed by Xu and Chang [22]. Kusumoto and Takefuji [11] proposed SOM algorithms doing away with learning of neighborhood vectors with \( O(\log M) \). Note that if initial weights of each neuron are random, it may not be possible to construct a topologically ordered map. As a result, we will probably need more repetitions to refine the initial map.

Su et al. [15]–[17] proposed an efficient initialization scheme to construct an initial map. They use the self-organizing feature map algorithm to construct a good initial map and make small subsequent adjustments. But their initial phase utilizes time complexity \( O(n^2) \) to find the initial neurons as compared to the algorithm proposed by Su et al. The initialization scheme proposed by Su et al. is described as follows:

- **Initialization of the neurons on the four corners**

Initialize the weights of the neurons on the four edges according to the following equations:

\[
W_{1,j} = \frac{W_{1,1} - W_{1,1}(j - 1) + W_{1,1}}{L - 1}
\]

\[
= \frac{j - 1}{L - 1} W_{1,1} + \frac{L - j}{L - 1} W_{1,1}
\]

\text{for } j = 2, \ldots, L - 1 \quad (5)

\[
W_{K,j} = \frac{W_{K,1} - W_{K,1}(j - 1) + W_{K,1}}{L - 1}
\]

\[
= \frac{j - 1}{L - 1} W_{K,1} + \frac{L - j}{L - 1} W_{K,1}
\]

\text{for } j = 2, \ldots, L - 1 \quad (6)

\[
W_{i,1} = \frac{W_{K,1} - W_{1,1}(i - 1) + W_{1,1}}{K - 1}
\]

\[
= \frac{i - 1}{K - 1} W_{K,1} + \frac{K - i}{K - 1} W_{1,1}
\]

\text{for } i = 2, \ldots, K - 1 \quad (7)

\[
W_{i,L} = \frac{W_{K,1} - W_{1,1}(i - 1) + W_{1,1}}{K - 1}
\]
In this paper, a new strategy called Reference Point SOM (RPSOM) is proposed for improving SOM performance by using reference point and filters based on two thresholds.

Kohonen’s SOM method constructs an initial map randomly. Even though it costs only $O(1)$, it may not be able to construct an ideal initial map. To cope with the initialization problem, a conventional approach is to restart the training procedure with other random weights. The price paid for the trial-and-error method is that we have to waste much time to solve the problem. Instead of using randomly initialized weights, Su et al. proposed a simple initialization scheme to construct a good initial map. However, the initial phase of their algorithm has time complexity of $O(n^2)$. Hence we propose an algorithm to improve Su’s method by reducing the time complexity of the initialization phase from $O(n^2)$ to $O(n)$.

To construct a good initial map, the basic idea is to find an appropriate hypercube large enough to cover all the training data points and then to press the hypercube into a plane. In the initialization scheme of Su et al., they started from finding four corners for building a good initial map. In the proposed RPSOM algorithm, we improve Su’s method by introducing a reference point to construct a good initial map. It is likely that the selected four corners by our algorithm are different from those by Su’s method, but the more same corners there are, the more similar the two initial maps will be.

In the initialization scheme, Su et al. first select a pair of data points whose distance is the longest one among the data set. This will require $\frac{n(n-1)}{2}$ comparisons. In the proposed RPSOM algorithm, we select the first corner point, which has the longest distance to the reference point, only with $n$ comparisons. Each of the other three corner points can also be found in $n$ comparisons. Hence, using a reference point to find the four corners among the data points will improve the time complexity of the initialization scheme proposed by Su et al. from $O(n^2)$ to $O(n)$.

We apply a preprocessing step to calculate the distances between every data point and the reference point, then we use the distances to determine if the distance of two points should be computed. By evaluating the distance of two arbitrary points $P_1$ and $P_2$ to the same reference point, we get two values $d_1$ and $d_2$, respectively. If the difference between $d_1$ and $d_2$ is small enough, then the Euclidean distance between $P_1$ and $P_2$ is calculated. Otherwise, the Euclidean distance is not computed.

Using reference point is the main theme of this research to reduce the execution time of SOM algorithm. Theoretically, reference point can be any point in the data space. However, the origin is a good choice for its easy computation of the distance between the origin and any input data point. But using the origin as the reference point may affect the search space of finding winner neurons for those data sets that are distant from the origin. As the experimental results shown in the Subsection 4.5, the center of input data points is a better choice for reference point compared to the origin. In the following discussions, either the origin or the central point is used as the reference point.

3.1 Initialization Scheme Algorithm Based on Reference Point

In large-scale database with high dimensional data points, determining the four corners of the input points as proposed by Su et al. will cost a lot of computation time. Therefore, we use the following method to make improvements to the initialization scheme proposed by Su et al., as shown in Fig. 1.

1. Finding four corners of the input data set

We consider the point with the longest distance to the reference point as the first corner (i.e. $W_{1,L}$). Based on this point, find another point among the data that has the largest distance to $W_{1,L}$, denoted $W_{K,1}$. Then we locate the third corner (i.e. $W_{1,1}$) based on the two points known by searching the point with the largest distance to $W_{1,L}$ and $W_{K,1}$. Thereafter, the fourth corner can also be located by seeking the farthest point to these three
points among the rest of the data points (i.e., $W_{K,L}$). The proposed initialization scheme algorithm using reference point has the following steps:

a. Choose the reference point. For a data set consisting of $m$-dimensional input points of size $n$, let $O = (o_1, o_2, o_3, \ldots, o_m)$ be the reference point. In this paper, the reference point could be the origin or the center of all data points. If the origin is the reference point, then $O_i = 0$ for $1 \leq i \leq m$. If the center is the reference point, then $O_i = \frac{1}{n} \sum_{k=1}^{n} x_{k,i}$, $1 \leq i \leq m$, where $X_k = (x_{k,1}, x_{k,2}, x_{k,3}, \ldots, x_{k,m})$ represents the $k^{th}$ input point.

b. Find a point $X_p$ such that

$$p = \arg \max \| X_q - O \|, q = 1, 2, \ldots, n$$

Let $W_{1,L} = X_p$.

c. Choose $X_p$, using the following rule:

$$p = \arg \max \| X_q - W_{1,L} \|, q = 1, 2, \ldots, n$$

Let $W_{k,1} = X_p$.

d. Choose $X_p$, using the following rule:

$$p = \arg \max \| X_q - W_{1,L} \| + \| X_q - W_{k,1} \|, q = 1, 2, \ldots, n$$

Let $W_{1,L} = X_p$.

e. Choose $X_p$, using the following rule:

$$p = \arg \max \| X_q - W_{1,L} \| + \| X_q - W_{k,1} \| + \| X_q - W_{K,1} \|, q = 1, 2, \ldots, n$$

Let $W_{K,L} = X_p$.

2. Initializing the neurons on the four edges

After we get four corners on the plane, then the following step is to arrange the neurons on these four edges uniformly by applying the methods described on efficient initialization scheme, as Eqs. (5) to (8).

3. Initializing the remaining neurons

After getting the initial values of the neurons on four edges, apply the Formula (9) to generate the initial values of the remaining neurons.

The first step of the Su et al. algorithm for an input data set of size $n$ is to initialize the neurons on the four corners, Su’s algorithm requires $\frac{n(n-1)}{2} + 2 \times n$ comparisons. Therefore, the time complexity of their algorithm is $O(n^2)$. However, by applying the reference point initialization scheme, the computation time is linear. The time complexity will be reduced to $O(n)$.

In our experimental results, our initialization scheme finds, the same four or three corners as those found by Su’s scheme. But our scheme improves the efficiency by the order of magnitude. Therefore, the reference point initialization scheme algorithm is an efficient and time-saving way in

initialization phase.

In the proposed scheme, the selection of the reference point may affect the initial map. However, as the results of our experiments show, the effect is insignificant because the four corners found by using different reference points are almost the same. Therefore, the dependence between accuracy and reference point is very weak. On the contrary, the accuracy is mainly dependent of the selections of two thresholds $T_1$ and $T_2$, which will be evident in the subsequent discussions.

3.2 RPSOM Algorithm

The RPSOM algorithm is introduced in this section to improve the performance of the traditional SOM. The proposed RPSOM improves SOM efficiency by means of filters based on two thresholds. An input point uses the first threshold, $T_1$, to define the search boundary for finding the winning neuron. The second threshold, $T_2$, works as a boundary in which the winning neuron finds its neighborhood neurons. As shown in Fig. 2 and Fig. 3, we assume that the origin is chosen as the reference point.

If an input point searches for the nearest neuron, it just needs to notice the neurons whose distance to the reference point is between $|d_j-T_1|$ and $|d_j+T_1|$, where $d_j$ represents the distance of the input point $x_j$ and the reference point as shown in Fig. 2. After finding the winning neuron for an input, a similar method with threshold $T_2$ is applied to look for neighborhood neurons of the winner for updating the weights, as shown in Fig. 3. The computation is speed up by using filters of $T_1$ and $T_2$.

The whole procedure referred to as the RPSOM algorithm is summarized as follows.

Step 1 Initialization Scheme

The initialization scheme is as described in Sect. 3.1.

Step 2 Winner Finding

We use the minimum Euclidean distance criterion to find the winner neuron $c$ at time $t$. It consists of the

![Fig. 2](image-url)
The first threshold $T_1$ is to exclude neurons, which are far away from input point and are very unlikely to become the winner. According to Chebyshev’s inequality and our experimental results, choosing $T_1 = \mu + \sigma$ as discussed in Sect. 4.5 will have the best results, where $\mu$ and $\sigma$ represent the arithmetic mean and the standard deviation of the distances between every input point and the reference point, respectively.

We get a conclusion from the experiments that the greater that RPSOM thresholds (i.e. $T_1$ and $T_2$) are set, the more accuracy the result will be. However, the more computation would be required. Therefore, we try to change the thresholds when time elapses. We use larger thresholds at the very beginning of executing RPSOM, and deduce the thresholds gradually as the process continues, to achieve the balance of accuracy and computations.

Step 3 Updating Weights

Calculate the distance $Nd_i$ between the winning neuron $c$ and the reference point. For arbitrary neuron $i$, compute the distance between the neuron and the reference point as $Nd_i$. If the difference between $Nd_i$ and $Nd_c$ is not greater than a threshold $T_2$, the neuron $i$ is thought to be a feasible neuron, and then the weight of $i$ should be renewed by a proper heuristic function $H_{ci}(t)$. When the renewing happens, the distances of these feasible neurons to the reference point should be calculated and stored again. The pseudo code is as follows:

\[
\begin{align*}
  i & = 1 \\
  & \text{if } |Nd_i - Nd_c| < T_2 \text{ and } i \leq M \text{ do} \\
  & H_{ci}(t) = \exp\left(\frac{||x_i - x_c||^2}{2\eta(t)}\right) \\
  & W_i(t + 1) = W_i(t) + H_{ci}(t)(x_i(t) - W_i(t)) \\
  & i = i + 1 \\
  & \text{else} \\
  & \text{execute Kohonen’s SOM algorithm} \\
  & \text{end if}
\end{align*}
\]

In the pseudo code, $x_c(t)$ represents an input data at time $t$; $H_{ci}(t)$ is the topological neighborhood function of the winner neuron $c$ at time $t$; $\eta(t)$ is monotonic decrease, $0 < \eta(t) < 1$.

The second threshold $T_2$, works as search boundary in which the winning neuron finds its neighborhood neurons for updating weights. According to our experiments, choosing $T_2 = \mu$ will have best results.

Step 4 Go to Step 2 until the pre-specified maximum number of epochs is reached.

4. Experimental Results

In our experiments, the program is written in Java using Bor-
Table 1 Execution time comparison of initialization scheme of RPSOM and that of Su’s algorithm running on 2-D artificial dataset.

<table>
<thead>
<tr>
<th>Initialization scheme of RPSOM</th>
<th>Initialization scheme of Su’s algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>&lt; 1 ms</td>
</tr>
<tr>
<td>Results</td>
<td>78 ms</td>
</tr>
<tr>
<td>Results</td>
<td>These two methods generate the same four corners.</td>
</tr>
</tbody>
</table>

Table 2 Execution time comparison of initialization scheme of RPSOM and that of Su’s algorithm running on a Yeast database.

<table>
<thead>
<tr>
<th>Initialization scheme of RPSOM</th>
<th>Initialization scheme of Su’s algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>4.4 sec</td>
</tr>
<tr>
<td>Results</td>
<td>1128 sec</td>
</tr>
<tr>
<td>Results</td>
<td>These two methods generate the same four corners.</td>
</tr>
</tbody>
</table>

Table 3 Execution time comparison of initialization scheme of RPSOM and that of Su’s algorithm running on a Census-Income database.

<table>
<thead>
<tr>
<th>Initialization scheme of RPSOM</th>
<th>Initialization scheme of Su’s algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>10.7 sec</td>
</tr>
<tr>
<td>Results</td>
<td>16382 sec</td>
</tr>
<tr>
<td>Results</td>
<td>These two methods generate the same three corners.</td>
</tr>
</tbody>
</table>

Fig. 4 Execution time comparison of SOM and RPSOM running on Yeast database in 500 and 1000 epochs.


All experiments ran our algorithms on the datasets from a Yeast database and UCI KDD Archive to illustrate the performance improvement of the proposed method. In the experiment, the execution time of the Kohonen’s SOM algorithm is reduced in half in our scheme. At the same time, the sum of the squared error distance in our scheme is also smaller than that of the traditional SOM.
4.1 The Data Sets Used in Our Experiments

We use three data sets to demonstrate the effectiveness of the proposed RPSOM algorithm in our experiments. To achieve a better clustering result and to avoid bad effects produced by noises and outliers, all data sets have been pre-processed using data cleaning normalization schemes.

1. 2-D artificial dataset

2-D artificial dataset (http://cilab.csie.nchu.edu.tw/course/cluster/FCM's Data.zip) is a computer simulation data set. The data set contains 579 artificial data points with 2 columns each. The data consists of three shallow elongated parallel clusters in the 2D plane. The dataset was trained by the RPSOM initialization scheme and Su's scheme, respectively. Obviously, our scheme reduces the time complexity dramatically.

2. Yeast database

There are 2467 data records and each record has 81 columns in the Yeast database (http://genome-www.stanford.edu/clustering/Figure2.txt). Thus far there are 6,000 yeast genes that have been sequenced. In this database, there are 79 different experiments for 2467 yeasts genes. For example, the alpha factor is added at different periods to observe the fluorescence of performances. Positive values mean the experimental team has shown a rapid increasing effect than the relevant comparable team. Higher values, result in higher effects. Negative values mean the experimental team has produced a reducing effect. Lower values result in lower effects.

3. Census-Income database

In this experiment, we take the Census-Income Database of UCI KDD Archive (http://kdd.ics.uci.edu) as our input data set. This data set contains census data extracted from the 1994 and 1995 Current Population Surveys conducted by the U.S. Census Bureau. The data contains 199,523 records with 41 demographic and employment related fields each. We select 20,000 data points, each of which consists of 12 non-numeric fields, randomly from the Census-income database.

4.2 Comparison of Execution Time in the Initialization Phase

The following tables are the results we got based on three datasets, which are a 2-D artificial dataset, a Yeast database, and a Census-Income database, respectively. We used the initialization scheme by Su et al. and RPSOM to look for the four corners from all data points of the three databases. The experimental results show that the proposed RPSOM finds either the same four corners (as shown in Tables 1 and Table 2) or same three corners (as shown in Table 3) compared to Su’s method, but the RPSOM has about two orders
of magnitude improvement in execution time for the initialization phase.

4.3 Comparison of Execution Time and Clusters between SOM and RPSOM Using the Yeast Database

In this experiment, we ran the traditional SOM and the RPSOM on the Yeast database, and measured the results on execution time and error distance. The numbers of neurons we used were 4, 9, 16, 25, 36, 49, 64, 72, and 100, in 500 and 1000 epochs, respectively.

In the experimental results as shown in Fig. 4, the larger the clustering number, the more the reduction of execution time. By error distance, it is estimated that RPSOM is smaller than the traditional SOM for smaller clustering number in 500 epochs, whereas the difference is not obvious given larger clustering. However, the results of error distance as shown in Fig. 5 for two schemes are almost the same in 1000 epochs.

4.4 Comparison of Execution Time and Clusters between SOM and RPSOM Using the Census-Income Database

In this experiment, we ran the traditional SOM and the RPSOM on the Census-Income database, and measured the results on execution time and error distance. The numbers of neurons we used were 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100, in 1500 and 2000 epochs, respectively.

In the experimental results as shown in Fig. 6, the RPSOM can reduce the execution time by 40% when executing 100 neurons clustering in 1500 epochs for the Census-Income database. By error distance, it is estimated that RPSOM is smaller than the traditional SOM for smaller clustering number in 1500 and 2000 epochs, whereas the difference is not obvious given larger clustering as shown in Fig. 7.

4.5 The Execution Time with Different Reference Points in the Yeast Database

The choice of reference point influences the search time required. In some cases, if we choose the origin or the median as reference point, the result may cause the search area to be too large to achieve the expected results. Therefore, this experiment takes the central point of input data as the reference point and compares the execution time of these two schemes.

The results show that the center choice is faster than the origin choice in the Yeast database, as shown in Fig. 8. Let us take clustering number 64 as an example. It is 2.92% times faster. Choosing the central point as reference point can avoid the problem of too large a search area when constructing the threshold.

In the experiment of the Yeast database, the larger the number of clusters is, the more the ratio of computing is reduced. By error distance, this experiment takes the central
point and origin as the reference point within 1000 epochs. The results shown in Fig. 9 are that the error distances are almost the same.

In the next experiment, we focus on the accuracy of finding winning neurons and the quantities of reduced computation with different $T_1$ filter criteria. From the results as shown in Table 4 we found that the larger the filter is, the lower the ratio of computation reduced. For example, consider $T_1 = 6$, which approximates $\mu + \sigma = 6.24$, the ratio of reduced number of comparisons is 28.84% and the radio of matched winner neurons reaches as high as 99.94%. This experiment concludes that the central point as reference...
point can speed up computation and avoid large threshold. It is a good choice to select the reference point to be the central point when the data is situated far from the origin.

5. Conclusions

In this paper, we propose a new SOM algorithm named Reference Point SOM (RPSOM) to speed up the execution time. It can effectively reduce the time for doing clustering in a large database. It can reduce time required by 20% when executing 100 neurons clustering in 1000 epochs for the Yeast database.

In summary, the method described in this paper offers three advantages. First, the initialization scheme of RPSOM is more efficient than Su’s scheme. Our method reduces the time complexity from $O(n^2)$ to $O(n)$ in the steps for locating the initial neurons. Second, a reference point based method is proposed when SOM algorithm is looking for the winning neuron and thereafter the neighboring neurons. It can reduce the computation time for finding the winning and neighbor-
ing neurons.
Finally, it can calculate the distances from all the input points and neurons to the reference point in advance. In this way, it can filter out those impossible winning neurons and neighboring neurons. In addition, it can control the filtered area by two thresholds. We also show that choosing the central point of input data as the reference point is better than choosing the origin. From the experiments, we find that the performance with regard to improved execution time of the RPSOM is much better than traditional methods.

References


I-En Liao received the BS degree in Applied Mathematics from National Cheng-Chi University, Taiwan, in 1978, and both the MS degree in Mathematics and the PhD degree in Computer and Information Science from the Ohio State University in 1983 and 1990, respectively. He is currently a professor in the Department of Computer Science of National Chung Hsing University, Taiwan. His research interests are in data mining, XML database, wireless networks, and bioinformatics. He is a member of the ACM and the IEEE Computer Society.

Kuo-Feng Hwang received the BS degree in Information Science from Tung Hai University, Taiwan, in 1994, and both the MS degree in Mathematics and the PhD degree in Applied Mathematics from National Chung Hsing University, Taiwan, in 1996 and 2006, respectively. He is currently an assistant professor in the Department of Information Management of the Overseas Chinese Institute of Technology, Taiwan. His research interests are in data mining, XML database, wireless networks, and bioinformatics.

Heng-Yu Chen received the BS degree in Information Management from National Yunlin University of Science & Technology, Taiwan, in 2003, and the MS degree in Computer Science from the National Chung Hsing University in 2006. He is currently an engineer in the Department of Research & Design of APEX ROBOT SYSTEMS, INC., Taiwan. His research interests are in data mining, neural networks, and self-organizing map.

Shu-Ling Shieh received the MS degree in information management from National Yunlin University of Science & Technology, Taiwan, in 1996. Presently she is pursuing Ph.D. at the Department of Computer Science of National Chung Hsing University, Taiwan. She is currently a lecturer in the Department of Information Management of the Ling-Tung University, Taiwan. Her research interests are in data mining, neural network, self-organizing map, and information visualization.