SUMMARY We propose a learning and control model of the arm for a loading task in which an object is loaded onto one hand with the other hand, in the sagittal plane. Postural control during object interactions provides important points to motor control theories in terms of how humans handle dynamics changes and use the information of prediction and sensory feedback. For the learning and control model, we coupled a feedback-error-learning scheme with an Actor-Critic method used as a feedback controller. To overcome sensory delays, a feedforward dynamics model (FDM) was used in the sensory feedback path. We tested the proposed model in simulation using a two-joint arm with six muscles, each with time delays in muscle force generation. By applying the proposed model to the loading task, we showed that motor commands started increasing, before an object was loaded on, to stabilize arm posture. We also found that the FDM contributes to the stabilization by predicting how the hand changes based on contexts of the object and efferent signals. For comparison with other computational models, we present the simulation results of a minimum-variance model.
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1. Introduction

Many studies have been done to find the mechanism that humans use to generate arm movements. Arm movements can be classified into two groups, postural control and reaching movements. Among the arm movements, mainly reaching movements have been studied, and the associated profiles, roughly straight hand paths with bell-shaped velocity, are well reconstructed by the assumption that the central nervous system (CNS) optimizes cost functions related to trajectory or muscle activations [1]–[3]. In the optimization models, predictions are mostly compared with horizontal reaching movements, which do not account for the influence of gravity. On the other hand, postural control has been studied relatively less, perhaps because postural control is considered comparatively easy or less important. However, it has its own complexities, especially in environments under sudden dynamics changes in the sagittal plane. In such an environment, stable postural control will be difficult unless control problems (e.g., predictions of environmental changes, how to use visual and somatosensory information, delays in the sensory path) are correctly solved. Moreover, since there are infinitely numerous combinations of muscle activities for maintaining a position, postural control is an ill-posed problem. This is an important issue of motor control to be considered. In addition, arm movements in real life are affected by gravity and postural control occurs in many daily-life interactions, such as being handed a glass of water. Therefore, postural control in the sagittal plane is a valuable topic to study for generalizing motor control theories of the arm.

In a psychophysical experiment where a subject performs a loading task, loading an object onto one hand with the other hand, in the sagittal plane, it is confirmed that muscle forces are gradually increasing before the object contacts the hand [4]. This result indicates that muscle forces are adjusted in a feedforward way. It is, however, not clear how humans can learn and control motor commands in a feedforward way without prior dynamics knowledge, nor what the motor control model consists of.

One viable controller for realizing the feedforward way in biological systems is to use an inverse model [5]. The inverse model inverts the causal flow of the biological system, which generates from a given state of the arm motor commands that produced that state. Is solely an inverse model enough as a controller of the arm? Humans are able to respond in environments with sudden dynamics changes, such as a loading task or catching a ball, despite time delays of about 50-100 ms in the somatosensory loop when transferring sensory signals from sensory receptors to effector organs (e.g., arms and legs). For this to be possible, we believe a motor control model needs a module to compensate for possible movement errors due to time delays. Errors would not be generated if the inverse model outputted accurate motor commands for all environmental changes. It is, however, quite unlikely to have accurate inverse models for all cases in our daily lives. Therefore, the motor control model needs a feedback controller. In addition, a feedforward dynamics model (FDM) would be used in the feedback loop for state predictions and acquiring context information from the environment [6]. The usage of the FDM in the brain when interacting with objects is represented by Grip-force-load-force...
coupling [7], [8]. It is also thought that the FDM minimizes the effects of sensory delays [9], [10].

In this study, we proposed a motor control model for loading based on the aforementioned principles. In the proposed model, an inverse statics model (ISM) is used as the inverse model, which handles the static component of the inverse dynamics. Therefore, when a desired state (e.g. joint angles) is given, the ISM outputs motor commands that make the arm converge to the corresponding equilibrium position. A feedback-error-learning scheme [11] is applied to train the ISM. Although Direct Inverse Modeling [12] and Forward and Inverse Modeling [9] can be used to train the inverse model, feedback-error-learning has more advantages because it acquires the inverse model while controlling biological systems that have redundancy. Alternatively, the Actor-Critic method which is one of the major frameworks for temporal difference (TD) learning in the Reinforcement Learning [13] is adapted to train the feedback controller in feedback-error-learning. Since it is difficult to imagine that we are born with a trained feedback controller, learning should be performed in a trial-error manner to acquire it [14], [15]. Finally, a FDM is used in the feedback path to overcome sensory delays. The validity of the proposed framework was already shown in the previous study, [14] for reaching movements.

The objective of this study was to determine how humans control the arm in an environment where sudden dynamics changes occur (e.g. loading) and how to use the information of prediction and sensory feedback. Calling the proposed model a learning and control model, we use the term “learning” to convey that the proposed model can acquire control laws without prior dynamics knowledge. In the simulation of the proposed model, a loading task was performed. Hand trajectories, motor commands and hand force were represented using a two-joint arm with six muscles that have delays in signal transfer. Results showed that motor commands gradually increased, before the object made contact with the hand to stabilize posture based on predicted information from the FDM. The simulation data showed tendencies similar to the psychophysical experimental data in the view of hand trajectories and hand force.

2. Proposed Model

2.1 Learning and Control Model

The learning and control model is shown in Fig. 1. In the simulation, the state space, \( \theta = (\theta_5, \theta_E, \dot{\theta}_5, \dot{\theta}_E) \), consists of angles and angular velocities of the shoulder and elbow joint. However, angular velocities in the desired state space, \( \theta^d = (\dot{\theta}_5^d, \dot{\theta}_E^d, 0, 0) \), are always set to 0 because the aim of the task is to maintain the arm at a desired position. Therefore, the ISM is used as an inverse model instead of an inverse dynamics model (IDM) which includes angular velocity and acceleration.

As shown in Fig. 1, the ISM receives the desired state \( \theta^d \) and outputs feedforward motor commands \( u^d \) for six muscles. Meanwhile, Actor receives the state error \( \theta^e \) between the desired state \( \theta^d \) and predicted state \( \hat{\theta} \), and produces feedback motor commands \( u^f \) for six muscles. The sum of \( u^d \) and \( u^f \) is fed to the controlled object, “Arm”, as motor commands, \( u^{sum} \). Then, the actual state \( \theta \) is updated according to the dynamics of the controlled object and the environment. Meanwhile, motor commands and context signals are inputted to the FDM to generate the predicted state, \( \dot{\theta} \).

Next, we calculate the reward \( r \), a function of the predicted state that evaluates how close the predicted state is to desired state. Based on the reward and value function outputted from Critic, a reinforcement signal \( \delta \) is calculated [16]. Improvements of Actor and Critic are carried out by \( \delta \). If \( \delta \) is positive, it means that \( u^{sum} \) just taken worked better than expected. Thus, the tendency to select \( u^{sum} \) will be strengthened. Whereas if \( \delta \) is negative, then the tendency to select \( u^{sum} \) will be weakened. Meanwhile, the output of Actor \( u^f \) is used as the error signal for improving the ISM. Then, the ISM learned to make the \( u^f \) zero.

2.2 Implementations of Actor-Critic, ISM and FDM

2.2.1 Actor-Critic Method

We used TD (\( \lambda \)) learning and a continuous Actor-Critic method for the implementations of Actor-Critic [16] since the treated spaces and time are continuous. Normalized gaussian network (NGNet) [16] were used as a function approximator for Actor-Critic. The inputs to Actor and Critic are both \( \theta(t') \). We denote this \( \theta(t') \) simply as \( x(t) \) for compactness of notation (\( x(t) = \theta(t') \)).

In the Actor-Critic method, Critic learns so that the value function \( V(x(t)) \) for input state, \( x(t) \), is estimated correctly using reward values and outputs estimated evaluation value that presents how desirable the input state is. Meanwhile, Actor learns optimal control law \( \mu(x(t)) \) and selects an action \( u^{actor}(t) \) based on the law so as to move \( x(t) \) to a
higher evaluation. The estimate of value function is

\[ V(x(t)) = \sum_{k=1}^{N} w^C_k b_k(x(t)) \tag{1} \]

and the i-th output of Actor, \( u^\text{actor}_i(t) \) is determined as

\[ u^\text{actor}_i(t) = g \left( \sum_{k=1}^{N} w^A_{ik} b_k(x(t)) + \sigma(t) n_i(t) \right) - 0.5 \tag{2} \]

where \( b_k(x(t)) \) is a basis function of NGNet [16]. \( N \) is the number of basis functions. \( w^C_k \) and \( w^A_{ik} \) is the weights for the Critic and Actor networks. The function \( g() \) is the sigmoid function to saturate the output. \( n_i(t) \) is the white noise for exploration to find a better motor command, and \( \sigma \) is used to determine the magnitude of noise. \( \sigma \) is defined as

\[ \sigma(t) = \hat{\delta} \tag{3} \]

where \( \hat{\delta} \) is a value that takes the average of absolute \( \delta(t) \) for the previous trial (see Sect. 3.3 for the explanation of the trial).

TD error is calculated for the learning of Actor-Critic as follows

\[ \delta(t) = r(t) - \frac{1}{\tau} V(x(t)) + \dot{V}(x(t)) \tag{4} \]

where \( r(t) \) is a reward and \( \tau \) is a decay time constant of the value function [16]. The weights in Critic are updated by

\[ \dot{w}^C_k = \beta^C \delta(t) e^C_k(t) \tag{5} \]

where \( \beta^C \) is the learning rate and \( e^C_k(t) \) is an eligibility trace that presents how much effect the \( k \)th basis function has had on Critic’s outputs up to time \( t \) [13]. The eligibility trace is exponentially weighted as

\[ e^C_k(t) = \int_0^t \exp \left( -\frac{t-s}{\kappa} \right) b_k(s) \, ds \tag{6} \]

where \( \kappa \) is a decay time constant. At the same time, the weights in Actor are updated as

\[ \dot{w}^A_{ik} = \beta^A \delta(t) e^A_{ik}(t) \tag{7} \]

where \( \beta^A \) is the learning rate and \( e^A_{ik}(t) \) is the eligibility trace. The equation of eligibility trace is as follows

\[ e^A_{ik}(t) = \int_0^t h(t-s)d_{ik}(s) \, ds \tag{8} \]

\[ d^A_{ik}(s) = \sigma(s) n_i(s) b_k(x(t)) \]

Here function \( h(z) \) is the impulse response of a second order low pass filter applied to the motor commands \( u^{\text{sum}} \) to simulate sensory delays [17]. The eligibility trace of Actor is weighted with the shape of the filter. The impulse response function is defined as

\[ h(z) = \frac{b_{\text{c}}}{c-b} \left( \exp(-bz) - \exp(-cz) \right) \tag{9} \]

where \( b \) is 10.80 and \( c \) is 16.52. The function is normalized so that its size becomes 1.

2.2.2 Inverse Statics Model (ISM)

The network of the ISM is as follows

\[ u^\text{ISM}_i(t) = g \left( \sum_{k=1}^{N} q_{ik} b^\text{ISM}_k(\theta^i(t)) \right) \tag{10} \]

\[ b^\text{ISM}_k(\theta^i(t)) \] is a normalized gaussian basis function [16]. \( N \) is the number of the basis functions. \( q_{ik} \) is a weight from the \( k \)th basis function to the \( i \)th output. \( g() \) is a sigmoid function. The update rule of the ISM is

\[ \dot{q}_{ik} = \beta^\text{ISM} \hat{u}^\text{actor}_i(t) b^\text{ISM}_k(\theta^i(t)) \tag{11} \]

where \( \hat{u}^\text{actor}_i(t) \) is the lowpass filtered Actor’s output.

\[ \beta^\text{ISM} \] is a learning coefficient that changes depending on TD error. The value of \( \beta^\text{ISM} \) increases with decreased TD error and is expressed as follows

\[ \beta^\text{ISM} = \beta_0 \exp \left( -\frac{\left| \delta(t) \right|^2}{s_{tr}} \right) \tag{13} \]

where \( \left| \delta(t) \right| \) is a value that takes the average of absolute \( \delta(t) \) for the previous trial. \( \beta_0 \) and \( s_{tr} \) are constants. Note that this error signal \( \delta^0 \) does not work correctly until the improvement of Actor reaches some level. For this reason, we make the learning rate of the ISM increase as TD error, \( \delta \), decreases. This idea comes from the fact that the magnitude of the TD error decreases as the improvement of Actor and Critic advances. It is one of the properties in reinforcement learning [13].

2.2.3 Forward Dynamics Model (FDM)

FDM predicts states of the arm at time \( n\Delta t \) later based on current motor commands, \( u^{\text{sum}} \), and the size of the object as context information. When interacting with an object, one needs to estimate the weight of the object to consider how the object affects control. The weight can be estimated from material and size of the object. Here, we simply decide the weight using a linear relationship between the size and the weight as \( \text{object weight} \) \( [g] = 100*\text{object size} \) (e.g. if the object size is 0.6, then the weight is decided as 600 g). Another parameter used in the FDM is the timing of that the object is considered. Even if one knows the existence of the object from visual information at the beginning of the task, the time when the object should be considered in the control mechanism must be decided. Here, we assumed that the context information of the object is considered in the mechanism and inputted to the FDM from \( t = t_{\text{contact}} - m\Delta t \) where \( t_{\text{contact}} \) is the time at which the object contacts the hand.

Meanwhile, the implementation of the FDM is done by
using a dynamics equation (see Sect. 3.1, Sect. 3.2 and Appendix A). In fact, the FDM should be trained in a real biological system. However, for simplicity of learning, dynamics equations are used to implement the FDM in this simulation. Note that the FDM can be acquired while performing the task using a neural network [14]. Furthermore, it was found through psychophysical experiment that the FDM predicting the dynamics of an object and arm was acquired before a control model (e.g. inverse model) is trained [18], the assumption of using a trained FDM is not thought to be a discrepancy.

3. Simulation

3.1 Arm Model

We used the two-link arm with six muscles as shown in Fig. 2. At first, to express sensory delays in muscles that occur when generating muscle force from reached motor commands, a low-pass filter is applied to the motor commands [14], [17]. In neurophysiological studies, it is known that muscle forces can be well predicted by low-pass-filtering the neural impulses with a second-order filter [19]. Then, the filtered motor commands are transferred to the muscle model to calculate muscle tensions. The muscle model can be written in Eq. (14) expressing the muscle as an elastic element and a viscous element arranged in parallel [20]. Each muscle is designed to be a nonlinear actuator, in which muscle tension, $T$, depends on the motor commands, length and contraction velocity of the muscle. $T$ is defined as

$$
T_i = (k^0_i + k^1_i \tilde{u}_{sum}^i) \left( \sum_{j=1}^{2} a_{ij} \theta_j \right) - (b^0_i + b^1_i \tilde{u}_{sum}^i) \left[ i = 1, 2, \ldots, 6. \right] (14)
$$

Here, $\tilde{u}_{sum}^i$ is a filtered motor command of $u_{sum}^i$ to i-th muscle. $k_i$, $b_i$ and $l$ are the elasticity, viscosity and muscle length coefficients, respectively. $i$ is an index of muscles. $j$ is an index of joints. Since the controlled object is a two-link arm with six muscles, the values of $i$ and $j$ are 6 and 2, respectively. $a_{ij}$ is the moment arm. $\theta_j$ is the joint angle. $\dot{\theta}_j$ is the joint angular velocity. All coefficients are determined and adjusted properly for the simulation task, based on data from [20] and [21]. Coefficient values are shown in Appendix A. Joint torque, $\tau$, is calculated as

$$
\tau_j = \sum_{i=1}^{6} a_{ij} T_i \quad [j = 1, 2].
$$

Joint torque, $\tau$, was calculated using Eq. (15). The $j$ and $i$ are indexes of joints and muscles, respectively. Therefore, once the motor commands are determined from the outputs of the ISM and Actor, muscle tensions and torques can be calculated from Eq. (14) and Eq. (15).

3.2 Object Model

The object is expressed by transforming the gravity force of the object acted on the hand to joint torque. For example, when holding an object in the hand at a certain position, the joint torque for the object is required in addition to the joint torque needed for the arm in order to maintain arm posture (see Appendix A for details). The joint torque of the object is

$$
\begin{bmatrix}
\tau_{x}^{obj} \\
\tau_{y}^{obj} \\
\end{bmatrix} = J^T \begin{bmatrix}
F_{x}^{obj} \\
F_{y}^{obj} \\
\end{bmatrix}
$$

where $J^T$ is the transposed form of the jacobian matrix. $\tau_{x}^{obj}$ and $\tau_{y}^{obj}$ are the joint torque acting on the shoulder and elbow respectively by the object. $F_{x}^{obj}$ and $F_{y}^{obj}$ are the forces applied to the hand in the horizontal axis and the sagittal axis, respectively. Here, we assumed that the object force is applied only to the sagittal axis which is in the gravity direction. Thus, $F_{x}^{obj}$ is set to 0.

3.3 Task: Postural Control during a Loading Task

At first, success in controlling the arm is needed in order to perform the loading task. Hence, after learning in the state where there is no object, the model is then trained for loading using the weight file acquired in the previous learning. In the simulation, one object is used, with the weight and size of the object are set to 600 g and 0.6, respectively. At the beginning of each trial, the desired state, $\theta^d$, and initial state, $\theta$, take the same value chosen randomly from the desired range (Sect. 3.5) and are fixed during the trial. During the first half interval, postural control is performed for the arm, and the control is performed for 1 [s] more after the object, 600 g, is loaded on at $t_{contact} = 0$ [s] (Fig. 3). This is
The inputs for the model (Fig. 1) are the desired state, the predicted state approaches the desired position. We determined a reward, \( r \), tant to set up reward functions that have the maximum value actions so as to get higher rewards. Therefore, it is important to learn in the direction of getting more reward when the state takes a value below 0 and setting it to 1 when it takes a value above 0 and setting it to 1 when it has a value over 1. The state range realized in simulation, \( \theta' \), is \(-120 \leq \theta_S \leq 0 [\text{deg}], 0 \leq \theta_E \leq 120 [\text{deg}], -900 \leq \theta_S, \theta_E \leq 900 [\text{deg/s}], -900 \leq \theta_S, \theta_E \leq 900 [\text{deg/s}].\) Desired state, \( \theta'' \), is randomly chosen in the range of \(-90 \leq \theta'_S, \theta'_{E} \leq -50 [\text{deg}], 30 \leq \theta''_S \leq 90 [\text{deg}], \theta''_S = \theta''_E = 0 [\text{deg/s}][22].\) The time step is set to \( \Delta t = 0.01 \text{ seconds} \) (Fig. 1). And renewal of motor command, future state prediction and arm’s dynamics are all performed for every \( \Delta t. \) The networks’ updates of the ISM and Actor-Critic are also performed for every \( \Delta t. \) Other parameters are set as follows: \( \tau = 1.0, \kappa = 0.8, \beta^C = \beta^A = 0.3, N = 6561 (9 \times 9 \times 9 \times 9 \text{ for angles and angular velocities of the shoulder and elbow}) \) in Sect. 2.2.1. \( \theta_0 = 0.08, S_0 = 0.1, N = 225 (15 \times 15 \text{ for angles only since the angular velocities are 0 for the loading task}) \) in Sect. 2.2.2.

### 4. Simulation Results

The learning process is shown in Fig. 4. As the model learns, each parameter converges on a value, which gives a criterion whether the learning is sufficiently performed. In this figure, the reward value is high from the beginning because we used pre-learned weight files of postural control without the object. The model in the loading task, however, starts to learn in the direction of getting more reward when the task changes, showing that the model copes with instability caused by fast dynamics changes. Furthermore, motor commands in the later trials increase compared to early trials due to the bearing of the disturbance. Here, in order to compare simulation features with the psychophysical experiment [4], a weight file (30000th) sufficiently trained is chosen using a learning rate and reward as an index. With this weight file, simulation of loading is performed at the same desired state as the psychophysical experiment \((\theta_S, \theta_E) = (-50, 65).\) The results are shown in Fig. 5. As shown in the figures, the hand position is stable before and after the environment changes. This stable control is possible by the following process. First, the FDM predicts how the object influences the arm. Distance errors between the desired state and predicted state are calculated. Then the feedback controller, Actor, generates motor commands to decrease the predicted distance errors. The renewed motor commands transmitted to the arm, with sensory delays, make the motor commands increase slowly before fast dynamics change occurs. In the simulation, hand position changed about 3 cm in the vertical direction and the distance of the lowest fallen position from the desired position was about 1.6 cm (Fig. 5(b)). In a psychophysical experiment of loading tasks for 4 different weights (400 g, 600 g, 800 g, 1000 g)[4], 4 subjects were asked to hold a weight with their left hand just above their right hand and load the object on the right hand at the sound of a beep signal. Each subject performed the loading task 20
times for each weight. During the experiment, hand force and hand position were measured using electromyography and an Optotrack (Northern Digital Inc., Canada). According to the experiment, there were approximately 2 cm distance errors in average between the desired position and the lowest fallen position for three out of four subjects. Furthermore, in the psychophysical experiment, it was observed that hand force arrived at its peak immediately after loading the object. In the simulation, it arrived at the peak about 250 ms after the contact. This indicates that a tendency similar to the psychophysical experiment is reproduced in the simulation using the FDM. In Fig. 6, the distance of the lowest fallen position from each desired position is shown. This result indicates that the loading task is possible for all desired positions within the desired range.

We tested the generalization capability of the model in real environments that humans may be confronted with when performing a loading task. Firstly, in a real environment, the weight prediction of an object by humans can be wrong. For example, objects of equal weight and size are perceived differently due to the material (e.g. balsa wood, steel) [23]. In a size-weight illusion, a smaller object is perceived heavier than a larger object when objects of equal weight and different size are lifted by hand [24]. For the simulation of this situation, we performed loading tasks under the assumption that the weight prediction of an object in the FDM was not correct. We show the results in Fig. 7. In each loading task, the weight of the object loaded was fixed at 600 g, but the object size used as context information was changed from 0.4 to 0.8 at intervals of 0.1, resulting in the FDM predicting the weight from 400 g to 800 g. As shown in the figure, the hand fell lower when the weight prediction was lighter than 600 g and fell less when the weight prediction was heavier. A similar tendency is expected in real loading tasks for humans. Secondly, we performed loading tasks for unlearned object weights. In real environments, it
is difficult to believe that one should always learn the weight of an object in order to perform a loading task for that object. For this reason, it is expected that an acquired control model for an object’s weight is utilized to perform loading tasks for objects of unlearned weights. For the simulation of this situation, we performed loading tasks, using the model trained at 600 g, with other weights under the assumption that FDM predictions were correct. The results are shown in Fig. 8. As shown in the figure, loading tasks are possible for unlearned weights (e.g. 400 g and 800 g). These two results indicate that the model can perform loading tasks in the situations of wrong weight predictions and unlearned weights, which are very likely to occur in real environments. These are likely the generalization capabilities that humans possess and are needed to interact with objects in our daily lives.

5. Discussion

5.1 Effects of the FDM

To test the effectiveness of the FDM, a simulation based on the delayed feedback signal without using predicted state (Fig. 9) was performed for the three delay times (Delay: 80 ms, 30 ms, 0 ms) in the same conditions described in Sect. 3.5. Its results are presented in Fig. 10. Here, the FDM is not used. Thus the reward is evaluated from the feedback signal since the predicted state is not available. Also note that as mentioned in Sect. 3.3, the trial is terminated when the hand has exceeded the realizable range, \( \theta' \). From Fig. 10, the graph of trial time describes that in the case of a long delay time, the hand position goes out of the range just after the hand contacted the object at 0 [s]. However, the time interval for staying within the range gets longer...
as the given delays shorten. This, however, does not mean that maintaining posture was successfully performed without a using prediction, even though the ability of control increased. Moreover, the reward values for all cases (Fig. 10) were smaller than in using the FDM (Fig. 4), which means the degree of achievement of the task goal was lower.

To see the control feature, simulation results of the loading task when delay time is 0 ms, are presented in Fig. 11. From this figure, we can see that distance errors between current hand position and desired state (−50, 60) are less than 4 cm until the object is loaded on. However, after the contact at $t = 0$ [s], postural control can be said to fail according to the distance errors. In this case, pre-increased motor commands (Fig. 11) were not observed because the controller did not have information to use in advance. The FDM functions as a trigger and prepares dynamics changes that occur. This result suggests that utilizing the FDM contributed to stabilization of the control in the biological system where sensory delays exist.

5.2 Other Computational Models for Loading

Many optimization models that successfully generate stereotypical profiles for reaching movements have been proposed[1]–[3]. Since the models are suggested to explain arm movements, we can think of using the same optimization framework for another arm task. We chose a minimum-variance model to apply it to a loading task[3]. In the minimum-variance model, a trajectory is selected to minimize the variance of the arm position with an assumption that the neural control signals are corrupted by noise whose variance increases with the size of the control signal. During the loading task, the dynamics of the arm changes after loading, making the hand move from a desired position and causing a large positional variance. Therefore, the minimum-variance model is expected to perform the loading task using the same criterion. Since the ability of maintaining a position is required before performing the loading task, a postural control at $(\theta_S, \theta_E) = (-50, 65)$ was performed at first. Overall, we used the same criterion as in [3] except for variance in the post-movement time. Instead, we used variance integrated over the postural control. In reaching movements, the aim of movements is to reach the end point and stay the hand at that point. But, in the loading task, the aim is to maintain the position throughout the postural control. Therefore, the integrated variance is an appropriate cost function. The details of the optimization method are described in Appendix B. Simulation results are shown in Fig. 12. These results indicate that with the criterion of the minimum-variance model, it isn’t able to maintain the posture in the sagittal plane. According to the criterion of the minimum-variance model, the best way of minimizing the positional variance is to make motor commands 0 in the movement time. However, it is not possible, with 0 motor commands under the influence of gravity, to make the hand stay at the desired position. As a result, the method of minimizing the positional variance is to occasionally generate motor commands near 0 (Fig. 12 (b)) in order to resist gravity and reach the desired position at the end of the movement time.

There is another computational model applicable to the loading task called the MOSAIC model[25]. The model is a modular architecture that has multiple pairs of forward and inverse models for motor learning and control. Due to the modular architecture, the model is able to perform motor tasks under many different and uncertain environmental conditions by utilizing forward models and responsibility predictors to determine paired modules appropriate to a situation and their contributions in control. In their study, they simulated an arm tracking task in which the dynamics of the environment periodically switched and presented that adaptive motor behaviors can be achieved according to sim-

---

Fig. 12  Simulation results of postural control in the sagittal plane at the desired state (−50, 65) using a minimum-variance model. **‘*’ in (a) and (c) indicates spline knots (see in Appendix B for the optimization method): (a) Optimal trajectories for the shoulder, $\theta_S$ and the elbow, $\theta_E$ in the joint coordinate system that minimize positional variance integrated over the postural control. (b) Motor commands in two second-order linear muscles, acting on the shoulder and elbow joint of a two-link arm, with time constants of 92.6 and 60.5 ms. (c) Optimal trajectory in the cartesian coordinate system corresponding to (a).
ulation results of stable tracking control. However, the effect of sensory delays was not considered in their model. Hence, in order to perform a loading task in the MOSAIC model for biological systems that has sensory delays, the degree of contributions of paired modules in motor control should be changed before loading using contextual signals. However, if the timing of the contributions changes are inaccurate, the motor signals from weighted outputs of the inverse models result in distance errors. The distance errors should be modified by the feedback controller for stable control. But, it would be difficult with delayed feedback to successfully compensate the distance error. As a result, the usage of forward models in the sensory feedback path could be considered valid for motor control of the loading task.

Another computational model, using optimal feedback theory, adopts a forward model in the feedback path [26]. It generates motor signals for given tasks based on estimated state variables from the forward model, which has efferent copies of motor signals and delayed sensory feedback as input signals. The theory has been used to explain various motor behaviours (e.g. planar arm movements, ping-pong task) [26]. However, there are several problems that would occur if the optimal feedback theory were applied to the loading task. First, the output of the forward model would need to be changed before loading using contextual signals. Otherwise, it would not be possible to cope with sudden dynamics changes successfully because of sensory delays in biological systems, and pre-increased motor signals before loading would not be observed [4]. Secondly, the optimal control law would need to be recalculated every time the postural position changes since the calculation of optimal control law requires dynamics knowledge and linearization in complex non-linear systems. In this case, high control accuracy is expected, but the required cost is also very high. On the other hand, the control accuracy of the proposed model would likely not be as high because the feedback controller of the proposed model is not optimized to a position as in the optimal feedback theory. In the proposed model, the inverse model allows the hand to maintain near goal positions and lets the feedback controller correct the remaining errors. However, this appears reasonable since the control ability of humans seems to allow and ignore small centimeter order postural distance errors [4]. In addition, our model can acquire control laws without prior knowledge of arm dynamics. However, a merit to using the optimal feedback theory as a motor control model is that the delayed sensory feedback is directly used in generating feedback law. The necessity of online feedback control is stressed and supported by arm moving tasks through targets both in simulations and human subject experiments [26]. Therefore, the proposed model should take into account the delayed feedback not only in acquiring the forward model [14] but also in changing the motor signals [26]. The Smith predictor model is one way to use the sensory feedback directly [6]. The other required improvement in our model is to use an impedance control mechanism. The impedance control method is a simple and useful way to bear sudden dynamics changes. To implement impedance control in the proposed model, we need to know how humans control the impedance of their muscles. Humans can control impedance voluntarily. We also sometimes show high impedance and co-contractions when surprised or nervous, which we believe can be caused by differences between real results and expected results when doing motor tasks. From these facts, we theorize that there is an independent module that can adjust the impedance level. The module would have at least two inputs. One is humans intention, which can change the impedance level voluntarily. The other is the difference between the sensory feedback information and the predicted information from the forward model.

6. Conclusions

We introduced a learning and control model of the arm for a loading task in the sagittal plane. An Actor-Critic method is adapted in a feedback-error-learning scheme as a feedback controller. FDM is used in a feedback path to predict state and overcome sensory delays. Simply, the loading task can be performed if the stiffness of the muscles is kept high during the task. However, it is not a control policy that humans take. Humans gradually increase the motor commands before the environment changes to stabilize the hand trajectory because of sensory delays [4]. With this model, it was possible to perform the loading task in a human-like way, and tendencies of hand trajectories and hand force similar to the psychophysical experiment were observed. In addition, we showed that stable control in the loading task was possible due to the usage of the FDM.

The proposed framework used the feedback-error-learning scheme proposed as a computational model of cerebellar motor learning [11], [27] and the Actor-Critic method proposed as a model of learning in the basal ganglia [28], [29]. However, we are not sure that the cerebellum and basal ganglia are directly related to performing the loading task, although those regions are possibly used to train the inverse model and the feedback controller, which are considered necessary for the loading task. Psychophysical experiments that measure brain activity (e.g. FMRI) during the loading task would help to identify the brain circuitry and understand the control mechanism.

In our previous study, we showed that the proposed framework can be applied to reaching movements in the sagittal plane and can successfully predict its profiles [14]. Through the simulation of the loading task, it is shown that a unified framework is applicable not only to reaching movements but also to postural control. We believe our findings will help to generalize motor control theories of the arm.
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Appendix A: Calculation of Dynamics and Parameters in the Musculoskeletal System

In the simulation, the dynamics equations of the two-link arm in Fig. A-1 are derived using Lagrange’s equation of motion [21] and solved with the Runge-Kutta method. The equations are as follows

\[
\tau_S = \left[ I_1 + I_2 + m_2 (l_1^2 + 2l_1l_2 \cos(\theta_E)) \right] \ddot{\theta}_S \\
+ \left[ I_2 + m_2 l_1 l_2 \cos(\theta_E) \right] \ddot{\theta}_E \\
- m_2 l_1 \sin(\theta_E) (2\ddot{\theta}_S \dot{\theta}_E + \dot{\theta}_E^2) \\
+ \left( m_1 g l_1 + m_2 g l_2 \right) \cos(\theta_S) + m_2 g l_2 \cos(\theta_S + \theta_E) \\
\tau_E = \left[ I_2 + m_2 l_1 l_2 \cos(\theta_E) \right] \ddot{\theta}_S + I_2 \ddot{\theta}_E \\
+ m_2 l_1 \sin(\theta_E) \dot{\theta}_S^2 \\
+ m_2 g l_2 \cos(\theta_S + \theta_E)
\]

(A-1)

![Fig. A-1 2-link arm.](image-url)
Here, $\tau_j$, $\theta_j$, $\dot{\theta}_j$ and $\ddot{\theta}_j$ indicate joint torque, angle, velocity and acceleration of the arm, respectively. Subscripts ($j = S, E$) indicate the shoulder and elbow. $m_i$, $l_i$, $J_{li}$ and $l_i$ are the weight of the arm, the length of each link, the length from the joint to the mass center of each link, and the moment of inertia around each joint. These parameters are defined as shown in Table A-1.

Besides, muscle parameters in the musculoskeletal system are defined as shown in Table A-2 and Table A-3. $k_1$ and $b_1$ are the elastic and viscosity coefficients, respectively. $k_2$ and $b_2$ are the intrinsic elasticity and viscosity. $l_0$ is the intrinsic rest length. $l_1$ is the muscle length coefficient.

When an object is loaded on the hand, the joint torques for the object ($\tau_{j}^{ext}$ and $\tau_{j}^{flx}$ in Eq. (16)) are added to the right side of Eq. (A-1). Thus torque, the left side of Eq. (A-1), is required more when holding the object than when the object is not loaded to maintain the same posture. The FDM is simulated using the dynamics equations. The process is as follows. Firstly, the FDM judges from the context time, $\Delta t$ whether the object should be considered in the control mechanism (i.e. when the time $\Delta t$ passed over the context time, the object torque of Eq. (16) is considered. Otherwise, the object torque is set to 0). Secondly, torque in the arm at time $t$ are calculated from the motor commands, $\bar{u}_i^{sum}$ using Eq. (14) and Eq. (15). Then, the state of the arm is updated with the Runge-Kutta method and the time changes using Eq. (14) and Eq. (15). Then, the state of the arm is calculated from the inverse dynamics functions of Eq. (A-1) and the time changes during the repeated calculations, the motor command $\bar{u}_i^{sum}$ is fixed on the value at time $t$.

### Appendix B: Minimum-Variance Model for Postural Control in the Sagittal Plane

In the simulation of the minimum-variance model, the optimal trajectories were found numerically. For the musculoskeletal model, we used the two-link arm in Eq. (A-1) and two linear second-order muscles acting on the shoulder and elbow joint with time constants of $T_1 = 92.6$ ms and $T_2 = 60.5$ ms in Eq. (A-2). The time constants are derived from Eq. (9). The motor command, $u_j$, of each joint is

$$u_j = T_1 \dot{T}_2 \ddot{T}_j + (T_1 + T_2) \dddot{T}_j + \tau_j \quad [j = S, E.] \quad (A-2)$$

We changed the values of the parameters in the arm and muscles of [3] to make them close to the parameters used in our framework. For the optimization calculation, we used unscented filter and 5th-order splines due to their advantages [30]. First, compared to the Monte carlo method, the unscented filter is simple in its procedure, highly accurate in the estimations of mean and variance, and extremely low cost in computation. Second, the 5th-order splines are used to solve the errors between trajectory generated from the splines and trajectory from motor commands. When 3rd-order splines are used, the accuracy of the motor commands calculated from the inverse dynamics functions of Eq. (A-1) and Eq. (A-2) are decreased because of the low order.

For postural control in the sagittal plane of (x,y), 7 cartesian knots which are evenly spaced in time are used and their first and last knots are fixed at corresponding positions of the desired state ($\theta_S, \theta_E) = (-50, 65)$ with velocity and acceleration of zero. The optimization was simulated to minimize the variance of $C_y$, integrated over the postural control, with signal-dependent noise. The duration of the movement and control rate were set to 660 ms and 1 ms, respectively. After the cartesian knots are initialized at the desired positions, the knots are adjusted using the simplex algorithm. The procedure of optimization is as follows: (1) Using the inverse kinematics of the arm, the cartesian knots are converted to the knots in the joint coordinate system. (2) The joint knots are parameterized as 5th-order splines. (3) From the splines, motor commands are calculated using the inverse dynamics functions of Eq. (A-1) and Eq. (A-2). (4) Based on the motor commands with signal-dependent noise, the mean and variance of trajectories during the movement are calculated using the unscented filter. (5) The cartesian knots are updated in the direction of minimizing the variance of $C_y$.

### Table A-1 Parameters of the 2-link arm.

<table>
<thead>
<tr>
<th></th>
<th>Link 1</th>
<th>Link 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_i$ [kg]</td>
<td>1.59</td>
<td>1.44</td>
</tr>
<tr>
<td>$l_i$ [m]</td>
<td>0.3</td>
<td>0.35</td>
</tr>
<tr>
<td>$J_{li}$ [Ns/m]</td>
<td>0.18</td>
<td>0.21</td>
</tr>
<tr>
<td>$l_i$ [kg m$^2$]</td>
<td>6.78 $\times$ 10$^{-2}$</td>
<td>7.99 $\times$ 10$^{-2}$</td>
</tr>
</tbody>
</table>

### Table A-2 Moment arms.

<table>
<thead>
<tr>
<th></th>
<th>Around Shoulder</th>
<th>Around Elbow</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sh$ flx</td>
<td>0.04</td>
<td>0</td>
</tr>
<tr>
<td>$sh$ ext</td>
<td>-0.04</td>
<td>0</td>
</tr>
<tr>
<td>$el$ flx</td>
<td>0</td>
<td>0.025</td>
</tr>
<tr>
<td>$el$ ext</td>
<td>0</td>
<td>-0.025</td>
</tr>
<tr>
<td>$dj$ flx</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td>$dj$ ext</td>
<td>-0.035</td>
<td>-0.035</td>
</tr>
</tbody>
</table>

### Table A-3 Muscle parameters.

<table>
<thead>
<tr>
<th></th>
<th>$k_0$ [N/m]</th>
<th>$k_1$ [N/m]</th>
<th>$b_0$ [Ns/m]</th>
<th>$b_1$ [Ns/m]</th>
<th>$l_0$ [m]</th>
<th>$l_1$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sh$ flx</td>
<td>1000</td>
<td>6000</td>
<td>30</td>
<td>100</td>
<td>0.150</td>
<td>0.150</td>
</tr>
<tr>
<td>$sh$ ext</td>
<td>1000</td>
<td>4000</td>
<td>30</td>
<td>100</td>
<td>0.055</td>
<td>0.150</td>
</tr>
<tr>
<td>$el$ flx</td>
<td>600</td>
<td>2800</td>
<td>30</td>
<td>100</td>
<td>0.100</td>
<td>0.150</td>
</tr>
<tr>
<td>$el$ ext</td>
<td>600</td>
<td>2400</td>
<td>50</td>
<td>100</td>
<td>0.040</td>
<td>0.150</td>
</tr>
<tr>
<td>$dj$ flx</td>
<td>300</td>
<td>1200</td>
<td>30</td>
<td>100</td>
<td>0.250</td>
<td>0.150</td>
</tr>
<tr>
<td>$dj$ ext</td>
<td>300</td>
<td>1200</td>
<td>50</td>
<td>100</td>
<td>0.130</td>
<td>0.150</td>
</tr>
</tbody>
</table>
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