SUMMARY Tree structured data often appear in bioinformatics. For example, glycans, RNA secondary structures and phylogenetic trees usually have tree structures. Comparison of trees is one of fundamental tasks in analysis of these data. Various distance measures have been proposed and utilized for comparison of trees, among which extensive studies have been done on tree edit distance. In this paper, we review key results and our recent results on the tree edit distance problem and related problems. In particular, we review polynomial time exact algorithms and more efficient approximation algorithms for the edit distance problem for ordered trees, and approximation algorithms for the largest common sub-tree problem for unordered trees. We also review applications of tree edit distance and its variants to bioinformatics with focusing on comparison of glycan structures.
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1. Introduction

Comparison of two or more objects is one of fundamental tasks in information processing. Extensive studies have been done on comparison of string data and graph structured data. Though a lot of efficient and practical algorithms have been developed for comparison of strings, it is quite difficult to efficiently compare graph structured data because of NP-completeness of subgraph isomorphism [15]. Therefore, subclasses of graphs, for which comparison can be efficiently done, have been studied. Among various classes, extensive studies have been done on trees because tree structured data often appear in bioinformatics and other areas. For example, glycans, RNA secondary structures and phylogenetic trees usually have tree structures. Therefore, comparison of tree structured data is important both from a theoretical viewpoint and from a practical viewpoint.

Various measures have been proposed and studied for comparison of two trees. Among such measures, tree edit distance is the most common and well-studied. In particular, extensive studies have been done on tree edit distance between rooted and ordered trees. Beginning from an $O(n^6)$ time algorithm developed by Tai in 1979 [26], several improvements follow, and Demaine et al. developed an $O(n^3)$ time algorithm and showed that it is optimal under a reasonably wide class of algorithms in 2007 [12], where $n$ is the number of nodes in an larger input tree. In order to cope with this lower bound, the author and collaborators have been developed approximation algorithms that works in $o(n^3)$ time [4]. On the other hand, it is known that the edit distance problem for unordered trees is NP-hard [29]. Therefore, several variants of edit distance have been proposed. Among them, tree alignment [20] and tree inclusion [22] are important because these problems can be solved in polynomial time even for unordered trees if input trees are of bounded degree.

Tree edit distance and its variants have been applied to analysis of real data in bioinformatics. Several systems were developed for comparison and similarity search of RNA secondary structures [21] and the author and collaborators developed a web-based tool for similarity search for glycan structures [7].

Motivated by the above mentioned theoretical and practical developments, this paper gives a survey on algorithms and bioinformatics applications of tree edit distance problems. However, it is almost impossible to make a comprehensive survey because a number of variants and special cases have been studied. Therefore, this paper tries to explain fundamental results and algorithms concisely. Of course, an excellent survey has already been done in [10], which gives concise descriptions of major algorithms and their variants. Furthermore, more comprehensive survey and classification were done in [24]. However, in these works, not so much attentions were paid to approximation algorithms or applications to bioinformatics. Since this paper gives more weights to these two aspects, it can be thought as a complement of these two works.

2. Edit Distance

In this section, we briefly review the string edit distance and the tree edit distance. The reason for reviewing the string edit distance is that it is more fundamental, is easier to understand, and has been widely applied to bioinformatics.

2.1 String Edit Distance

We consider strings over a finite or infinite alphabet $\Sigma_S$. For string $s$ and integer $i$, $s[i]$ denotes the $i$th character of $s$, $s[i \ldots j]$ denotes $s[i], \ldots, s[j]$, and $|s|$ denotes the length of $s$. We may use $s[i]$ to denote both the character and its position. An edit operation on a string $s$ is either a deletion, an insertion, or a substitution of a character of $s$. The edit distance between two strings $s_1$ and $s_2$ is defined as the minimum number of operations to transform $s_1$ into $s_2$, where...
only unit cost operations are considered for the string edit distance in this paper. We use $d_T(s_1, s_2)$ to denote the edit distance between two strings $s_1$ and $s_2$.

While edit distance is well-known in computer science, alignment is much more common in bioinformatics. An alignment between two strings $s_1$ and $s_2$ is obtained by inserting gap symbols (denoted by ‘-’ where ‘-’ $\notin \Sigma_S$) into or at either end of $s_1$ and $s_2$ such that the resulting strings $s'_1$ and $s'_2$ are of the same length $l$, where it is not allowed for each $i = 1, \ldots, l$ that both $s'_1[i]$ and $s'_2[i]$ are gap symbols. The score of an alignment is given by:

$$score(s'_1, s'_2) = \sum_{i=1}^{l} f(s'_1[i], s'_2[i]).$$

An optimal alignment is an alignment with the minimum score. Under the unit cost model, $f(x, y) = 0$ if $x = y \neq \\text{‘-’}$, $f(x, y) = 1$ otherwise. It is straightforward to see that the score of an optimal alignment is equal to the edit distance. For example, consider strings $s_1 = \text{“ACGTGGA”}$ and $s_2 = \text{“GTTCGTA”}$. Then, the following is an optimal alignment:

$$\begin{array}{cccc}
A & C & G & - \\
- & T & G & G & - & A \\
(a) & (b) & (c) & (d)
\end{array}$$

In this case, (a) corresponds to deletion, (b) and (d) correspond to insertions, and (c) corresponds to a substitution. Thus, we have $score(s_1, s_2) = d_T(s_1, s_2) = 4$. It is to be noted that an optimal alignment is not necessarily unique. In the above case, ‘T’ in $s_1$ can match to the first ‘T’ in $s_2$ in place of the second ‘T’. It is well-known that $d_T(s_1, s_2)$ can be computed in $O(|s_1| \cdot |s_2|)$ time by a simple dynamic programming algorithm.

In the above, an optimal alignment was defined as an alignment with the minimum score. However, in bioinformatics, an optimal alignment is usually defined as an alignment with the maximum score [13]. In such a case, the score function is defined in an opposite way: $f(x, x)$ takes a larger value than $f(x, y)$ for $x \neq y$.

2.2 Tree Edit Distance

Let $T$ be a rooted unordered tree where “ordered” means that a left-to-right order among siblings is given in $T$. We assume that each node $v$ has a label $\ell(v)$ over an alphabet $\Sigma_T$. $V(T)$ denotes the set of nodes in $T$. The size of $T$ is defined as the number of nodes in $T$ and is denoted by $|T|$. For a node $v \in V(T)$, $p(v)$ denotes the parent of $v$, and $chd(v)$ denotes the set of children of $v$. $T(v)$ denotes the subtree induced by $v$ and its descendants, and $r(T)$ denotes the root of $T$. For a subtree $T'$ of $T$, $T - T'$ denotes the tree obtained by deleting all nodes in $T'$ from $T$. The depth of a node $v$ is the length of the path from the root to $v$ and is denoted by $\text{depth}(v)$. The height of a tree $T$ is the depth of the deepest node in $T$.

As in the string edit distance, an edit operation on a tree $T$ is either a deletion, an insertion, or a substitution (see also Fig. 1):

**Deletion:** Delete a non-root node $v$ in $T$ with parent $u$, making the children of $v$ become children of $u$. The children are inserted in the place of $v$ as a subsequence in the left-to-right order of the children of $u$.

**Insertion:** Complement of delete. Insert a node $v$ as a child of $u$ in $T$ making $v$ the parent of a consecutive subsequence of the children of $v$.

**Substitution:** Change the label of a node $v$ in $T$.

We assign a cost for each edit operation: $\gamma(a, b)$ denotes the cost of substituting a node with label $a$ to label $b$, $\gamma(a, e)$ denotes the cost of deleting a node labeled with $a$, and $\gamma(e, a)$ denotes the cost of inserting a node labeled with $a$.

The edit distance between two ordered trees $T_1$ and $T_2$ is defined as the cost of the minimum cost sequence of edit operations that transforms $T_1$ to $T_2$. We use $d_T(T_1, T_2)$ to denote the edit distance between $T_1$ and $T_2$. In this paper, we adopt the following standard assumption so that $d_T(T_1, T_2)$ becomes a distance metric [10]: $\gamma(a, b) \geq 0$ for any $(a, b) \in \Sigma \times \Sigma$, $\gamma(a, a) = 0$ for any $a \in \Sigma$, $\gamma(a, b) = \gamma(b, a)$ for any $(a, b) \in \Sigma \times \Sigma$, $\gamma(a, c) \leq \gamma(a, b) + \gamma(b, c)$ for any $(a, b, c) \in \Sigma \times \Sigma \times \Sigma$, where $\Sigma = \Sigma_T \cup \{e\}$. We call $T_2$ a subtree of $T_1$ if $T_2$ is obtained from $T_1$ only by deletion operations.

There exists a close relationship between the edit distance and the ordered edit distance mapping (or just mapping) [10]. $M \subseteq V(T_1) \times V(T_2)$ is called a mapping if the following conditions are satisfied for any two pairs $(u_1, v_1)$, $(u_2, v_2) \in M$:

(i) $u_1 = u_2$ iff $v_1 = v_2$,
(ii) $u_1$ is an ancestor of $u_2$ iff $v_1$ is an ancestor of $v_2$,
(iii) $u_1$ is to the left of $u_2$ iff $v_1$ is to the left of $v_2$.

Let $I_1$ and $I_2$ be the sets of nodes in $V(T_1)$ and $V(T_2)$ not appearing in $M$, respectively. Then, the following relation holds:

$$d_T(T_1, T_2) = \min_M \left( \sum_{u \in I_1} \gamma(\ell(u), e) + \sum_{v \in I_2} \gamma(e, \ell(v)) \right).$$

††We mainly use ‘score’ for maximization problems in this paper. We used ‘score’ here because, as mentioned later, string alignment is usually defined as a maximization problem in bioinformatics.

‡‡We use ‘subtree’ for denoting a usual subtree (i.e., a connected subgraph of a tree).
Fig. 2 Mapping \( M_{\text{OPT}} \) with the maximum score between \( T_1 \) and \( T_2 \) is shown by dashed curves, which correspond to the tree edit distance. \( T_3 \) is the largest common sub-tree of \( T_1 \) and \( T_2 \). It is to be noted that \( M_{\text{OPT}} \) does not give \( T_3 \) because \( M_{\text{OPT}} \) contains a pair of non-identical labels.

\[
+ \sum_{(u,v) \in M} \gamma(\ell(u), \ell(v)).
\]

Here we define a score function \( f(u, v) \) for \((u, v) \in V(T_1) \times V(T_2)\) by
\[
f(u, v) = \gamma(\ell(u), \epsilon) + \gamma(\epsilon, \ell(v)) - \gamma(\ell(u), \ell(v)).
\]

It is seen that \( f(u, v) = f(v, u) \geq 0 \) holds. It should also be noted that under the unit cost model (i.e., \( \gamma(a, b) = 1 \) for all \( a \neq b \)), \( f(u, v) = 2 \) if \( \ell(u) = \ell(v) \), \( f(u, v) = 1 \) otherwise. Let \( \text{score}(M) \) be the score of a mapping \( M \) defined by \( \text{score}(M) = \sum_{(u, v) \in M} f(u, v) \). Let \( M_{\text{OPT}} \) be the mapping with the maximum score. Then, we can see from the definition that the following property holds:
\[
d(T_1, T_2) = \sum_{u \in V(T_1)} \gamma(\ell(u), \epsilon) + \sum_{v \in V(T_2)} \gamma(\epsilon, \ell(v)) - \text{score}(M_{\text{OPT}}).
\]

If \( M \) consists of pairs of nodes with identical labels, the sub-tree obtained by deleting nodes not appearing in \( M \) from \( T_1 \) is isomorphic to the sub-tree obtained by deleting nodes not appearing in \( M \) from \( T_2 \). Such a tree is called a common sub-tree between \( T_1 \) and \( T_2 \). The largest common sub-tree (LCST, in short) is defined as the common sub-tree with the maximum score. For example, \( T_3 \) in Fig. 2 is a sub-tree of \( T_1 \) because it is obtained by deleting nodes labeled with ‘e’ and ‘f’ from \( T_1 \). However, \( T_3 \) is not a sub-tree of \( T_1 \) because it is not a part of \( T_1 \). LCST can be obtained from \( M_{\text{OPT}} \) if \( f(u, v) \) is appropriately defined.

For unordered trees, edit operations are defined in the same way as for ordered trees except that the left-right order need not be preserved. \( M \subseteq V(T_1) \times V(T_2) \) is called an unordered edit distance mapping (or just a mapping) if only (i) and (ii) of the above mentioned conditions are satisfied for any pair \((u_1, v_1), (u_2, v_2) \in M \).

Fig. 3 illustrates the difference between the ordered tree mapping and the unordered tree mapping. Suppose that the root of \( T_1 \) has two subtrees \( A \) and \( B \) and the root of \( T_2 \) has two subtrees \( B' \) and \( A' \) in these orders, where \( A \) and \( A' \) (resp. \( B \) and \( B' \)) are similar to each other. \( A \) and \( B \) do not have nodes of identical labels, and \( A \) is much larger than \( B \). If two trees are regarded as ordered, only a mapping between \( A \) and \( A' \) is taken into account. Otherwise, mappings between \( A \) and \( A' \), and between \( B \) and \( B' \) are taken into account. In general, unordered tree edit distance gives more flexible measure between two trees than ordered tree edit distance.

3. Dynamic Programming Algorithms for Ordered Tree Edit Distance

Almost all algorithms for computing the tree edit distance for ordered trees are based on dynamic programming. Here we briefly review the general scheme of dynamic programming for tree edit distance, following to [10, 12]. Let \( n = |T_1| \) and \( m = |T_2| \). We assume w.l.o.g. (without loss of generality) that \( n \geq m \). A forest is a set of rooted ordered trees and we assume that trees are ordered from left-to-right. For a forest \( F \) which is a (not necessarily connected) subgraph of \( T \) and a node \( v \) in \( F \), \( F - v \) and \( F - T(v) \) denote the forests obtained by deleting \( v \) from \( F \) and by deleting \( T(v) \) from \( F \), respectively. Then, the tree edit distance can be computed by a dynamic programming algorithm (called Zhang and Shasha’s algorithm [28]) based on the following recursion (see also Fig. 4):

\[
\delta(F_1, \epsilon) = \sum_{u \in V(F_1)} \gamma(\ell(u), \epsilon),
\]

\[
\delta(\epsilon, F_2) = \sum_{v \in V(F_2)} \gamma(\epsilon, \ell(v)),
\]

\[
\delta(F_1, F_2) = \min \left\{ \begin{array}{l}
\delta(F_1 - u, F_2) + \gamma(\ell(u), \epsilon),
\delta(F_1, F_2 - v) + \gamma(\epsilon, \ell(v)),
\delta(F_1 - T_1(u), F_2 - T_2(v)) + \delta(T_1(u) - u, T_2(v) - v) + \gamma(\ell(u), \ell(v)),
\end{array} \right\}
\]

| The largest common sub-tree problem based on a usual definition of the sub-tree has also been studied [1].
| LCST for ordered trees is generalized for multiple trees in [5].
where $u$ and $v$ in the third recursion are the roots of the rightmost trees in $F_1$ and $F_2$, respectively. The meaning of the third recursion can be seen from Fig. 4. It is straightforward to see that $d_F(T_1, T_2) = \delta(T_1, T_2)$ holds [10], [12], [16]. Once $\delta(F_1, F_2)\delta$ is computed, an optimal mapping can be obtained using a standard traceback technique.

Here we briefly analyze the time complexity of the above algorithm, following to [10], [12]. We estimate an upper bound on the number of relevant forests $F_1$ and $F_2$ and ignore other details, where we call that a forest is relevant if it appears in the recursion. It is seen that every $F_1$ is obtained by deleting rightmost roots repeatedly from $T_1(v)$ for some $v$. Since the number of vs is $n$ and the number of forests obtained by repeatedly deleting rightmost nodes is at most $|T_1(v)| \leq n$, we can see that the number of relevant forests $F_1$ is $n^2$. Similarly, we can see that the number of relevant forests $F_2$ is $n^2$. Since the number of relevant forest pairs is $O(n^4m^2)$, the algorithm works in $O(n^4m^2)$ time.

In the above estimation, many of the same subforests are counted multiple times. Suppose that $T_1$ contains 7 nodes: $r, v_1, v_2, w_1, w_2, w_3, w_4$, where $v_1$ and $v_2$, $w_1$ and $w_2$, and $w_3$ and $w_4$ are the children of $r$, $v_1$, and $v_2$, respectively. Then, the subforest consisting of $w_1$ and $w_2$ is obtained from both $T_1(v_1)$ and $T_1(r)$ by repeatedly deleting rightmost roots.

### 3.1 Zhang and Shasha’s Algorithm

Zhang and Shasha showed the above mentioned algorithm works in $O(nm \min[h_1, l_1] \min[h_2, l_2])$ time [28], where $h_i$ and $l_i$ denote the height and the number of leaves of a tree $T_i$, respectively. In order to prove this bound, they introduced the concept of keyroots. The set of keyroots of a tree $T$ is defined by keyroots($T$) = {$v \in V(T) | v$ has a left sibling} $\cup$ {$r(T)$}.

It is straightforward to see that every relevant subforest of $T_1$ is obtained by repeatedly deleting rightmost roots from $T_1(v)$ only for some $v \in$ keyroots($T_1$). For a node $v \in V(T)$, the collapsed depth of $v$, denoted by $cdepth(v)$, is defined as the number of keyroot ancestors of $v$. Let $cdepth(T) = \max_{v \in V(T)} cdepth(v)$. Then, the number of relevant subforests of $T_1$ is bounded by

$$\sum_{v \in \text{keyroots}(T_1)} |T_1(v)| \leq \sum_{v \in V(T_1)} 1 + cdepth(v)$$

$$\leq \sum_{v \in V(T_1)} \log |T_1| + O(1)$$

$$= O(|T_1| \log |T_1|) = O(n \log n).$$

Therefore, Klein’s algorithm works in $O(nm^2 \log n)$ time.

### 3.2 Klein’s Algorithm

Klein developed an improved algorithm which works in $O(n^2m \log m)$ time [23]. The algorithm is based on a recursion similar to the above mentioned one. However, instead of recursing always on the rightmost roots, his algorithm recurs on the leftmost roots if the leftmost subtree of $F_1$ is smaller than the rightmost subtree of $F_1$. The correctness of the algorithm is almost obvious because left and right play equivalent roles in the definition of the ordered tree edit distance. Klein showed that the number of relevant forests of $T_1$ is $O(n \log n)$ whereas the number of relevant forests of $T_2$ remains $O(m^2)$. We can see that the number of relevant forests of $T_2$ is $O(m^2)$ because every relevant forest of $T_2$ can be obtained by deleting leftmost nodes repeatedly and then deleting rightmost nodes repeatedly.

Klein’s analysis is based on a technique called heavy path decomposition. First, the root is marked as light. For each node $v \in V(T_1)$, one of $v$’s children with the maximum number of descendants is chosen and is marked as heavy (tie is broken arbitrary) and all other children are marked as light. For a node $v$, $ldepth(v)$ denotes the number of light nodes that are proper ancestors of $v$. For a forest $F$, $lights(F)$ denotes the set of light nodes in $F$. It is easy to verify that $ldepth(v) \leq \log |V(F)| + O(1)$ holds for any forest $F$ and node $v$.

Since lighter subtrees are always chosen in Klein’s algorithm, we can see that every relevant subforest is obtained from $T_1(v)$ for some light node $v$ by consecutive deletions. Therefore, the number of relevant forests of $T_1$ is bounded by

$$\sum_{v \in \text{light}(T_1)} |T_1(v)| \leq \sum_{v \in V(T_1)} 1 + ldepth(v)$$

$$\leq \sum_{v \in V(T_1)} \log |T_1| + O(1)$$

$$= O(|T_1| \log |T_1|) = O(n \log n).$$

Therefore, Klein’s algorithm works in $O(nm^2 \log m)$ time.

### 3.3 Optimal Decomposition Algorithm

Zhang and Shasha’s algorithm recurses always on the rightmost roots, whereas Klein’s algorithm recurses on the leftmost roots if the leftmost tree is smaller than the rightmost roots.
tree. These strategies can be generalized: the algorithm can choose left or right at each recursive step (i.e., a strategy is a function from a set of pairs of forests to the set of left and right). Such an algorithm is called a decomposition algorithm. Though the strategy of Klein’s algorithm depends only on $T_1$, faster algorithms might be obtained by using a strategy depending on both $T_1$ and $T_2$. Demaine et al. developed such an algorithm, which works in $O(nm^2(1 + \log \frac{n}{m}))$ time (it is $O(n^3)$ since $m \leq n$ is assumed) [12]. Furthermore, they showed the matching lower bound for the class of decomposition algorithms.

**Theorem 1:** [12] The tree edit distance problem for ordered trees can be solved in $O(nm^2(1 + \log \frac{n}{m}))$ time, which is optimal under the class of decomposition algorithms.

### 4. Approximation of Tree Edit Distance

As mentioned in Sect. 3, the tree edit distance problem takes $\Omega(n^3)$ time for ordered trees under the class of decomposition algorithms. Furthermore, it is NP-hard for unordered trees [29]. Therefore, it is reasonable to try to develop approximation algorithms for these problems. For ordered edit distance, algorithms using reduction to the string edit distance problem were proposed [2], [4], [8]. In the first part of this section, we briefly review these algorithms. For unordered edit distance, to my knowledge, no approximation algorithm with a guaranteed approximation ratio has been developed for the general case [14]. Instead, some approximation algorithms have been proposed for the LCST problem [3], [16]. In the second part of this section, we briefly review these algorithms. In this section, we only consider the unit cost model, where the results are generalized to some extent. For terminologies on approximation algorithms, refer to [27].

#### 4.1 Approximation of Ordered Tree Edit Distance

As mentioned above, approximation algorithms for ordered tree edit distance are based on a reduction to string edit distance. The idea of the reduction is quite simple. We transform input trees $T_1$ and $T_2$ into strings $s(T_1)$ and $s(T_2)$, respectively, and then we compute the string edit distance between $s(T_1)$ and $s(T_2)$. In order to transform a tree into a string, we employ Euler string [23], which is obtained by traversing a tree using the Euler path and is defined as below.

We treat each tree $T$ as an edge labeled tree: the label of each non-root node $v$ in the original tree is assigned to the edge $(u,v)$ where $u = p(v)$. Though the root labels are lost in this case, it does not cause a problem because the roots are not deleted or inserted. In what follows, we assume w.l.o.g. that the roots of two input trees have identical labels.

The depth-first search traversal of $T$ (i.e., visiting children of each node according to their left-to-right order) gives an Euler path beginning from the root and ending at the root where each edge is traversed twice in the opposite directions. Let $\Sigma_3 = \{a, \overline{a} \mid a \in \Sigma_T\}$, where $\overline{a} \notin \Sigma_T$. Let $(e_1, e_2, \ldots , e_{2n-2})$ be the sequence of directed edges in the Euler path of a tree $T$ with $n$ nodes. From this sequence, we create the Euler string $s(T)$ of length $2n - 2$. Let $e = \{u, v\}$ be an edge in $T$, where $u = p(v)$. Suppose that $e_i = (u, v)$ and $e_j = (v, u)$ where $i < j$ should hold. Let $i_1(e) = i$ and $i_2(e) = j$. That is, $i_1(e)$ and $i_2(e)$ denote the first and second positions of $e$ in the Euler path, respectively. Then, we define $s(T)$ by letting $s(T)[i_1(e)] = \ell(e)$ and $s(T)[i_2(e)] = \overline{\ell(e)}$, where $\ell(e)$ is the label of $e$ (see also Fig. 5).

Clearly, it is seen that $s(T)$ can be constructed from $T$ in linear time. Conversely, we can reconstruct $T$ from $s(T)$ in linear time, and $s(T_1) = s(T_2)$ holds if and only if $d_T(T_1, T_2) = 0$ holds [2].

Since the string edit distance can be computed in $O(nm)$ time, $d_5(s(T_1), s(T_2))$ can be computed in $O(nm)$ time including the time for construction of Euler strings. The following theorem estimates the distortion due to this reduction.

**Theorem 2:** [2] $\frac{d_5(s(T_1), s(T_2))}{2n - 2} \leq d_T(T_1, T_2) \leq 2d_T(T_1, T_2)$ holds under the unit cost model where $h$ is the minimum height of two input trees.

Since the proof of the latter inequality is simple, we show it here. We associate each edit operation on $T_1$ with two edit operations on $s(T_1)$. For a deletion of $e$ (i.e., deletion of the deeper endpoint of $e$), we associate deletions of $\ell(e)$ and $\overline{\ell(e)}$. For an insertion of $e$, we associate insertions of $\ell(e)$ and $\overline{\ell(e)}$. For a substitution of $e$ to $e'$, we associate substitutions of $\ell(e)$ and $\overline{\ell(e)}$ to $\ell(e')$ and $\overline{\ell(e')}$, respectively. Then, it is straightforward to see that the resulting sequence of edit operations transforms $s(T_1)$ to $s(T_2)$ and the cost is $2 \cdot d_T(T_1, T_2)$.

It is known that the above bound is tight up to a constant factor [2] although some improvement of a constant factor is possible by using another reduction [8]. Fig. 6 gives an example such that $d_5(s(T_1), s(T_2)) = 4$ and $d_T(T_1, T_2) = \Theta(h)$.

Theorem 2 means that the tree edit distance can be approximated within a factor of $4h + 2$ in $O(nm)$ time. This approximation ratio is good when the minimum height of two input trees is low (e.g., the ratio is $O(\log n)$ if the height is $O(\log n)$). However, it does not give any meaningful approximation ratio if the height is $O(n)$.
In order to improve the worst case approximation ratio, we modify labels of some edges in the input trees so that structures of small subtrees are reflected to the labels. For example, we consider trees shown in Fig. 6. Suppose that label “ac” is assigned to each edge just above each node having children labeled ‘a’ and ‘c’. Similarly, suppose that labels “bd”, “ad”, and “bc” are assigned to appropriate edges. Then, \( d_{\Sigma}(s(T_1), s(T_2)) = \Theta(h) \) should hold. However, changes of labels should be performed carefully so that the distortion does not become too large. Here, we briefly review such a method of changing labels [4].

A subtree rooted at \( v \) is called large if \( |T(v)| > \alpha \), where \( \alpha = n^{1/2} \). Otherwise, it is called small. We call \( w_i \) a special node if \( |T(w_i)| \leq \alpha \) and \( |T(v)| > \alpha \) where \( v = p(w_i) \). Let \( v \) be a node in \( T \), \( u = p(v) \), and \( chd(v) = \{ w_1, \ldots, w_k \} \). If none of \( w_i \)'s are special, the original label of \( v \) is assigned to edge \( \{ u, v \} \). Otherwise, \( \{ u, v \} \) is called a special edge, to which a new integer label is given in the following way. Let \( w_i, \ldots, w_k \) (resp. \( w_j', \ldots, w_{j'} \)) be the special children of \( v \) in \( T_1 \) (resp. \( v' \) in \( T_2 \)). Then, we give integer labels to special edges so that \( v \) and \( v' \) have an identical label if and only if \( \ell(v) = \ell(v') \), \( h = l \), and \( T_1(w_i) \) is isomorphic to \( T_2(w_{i}') \) for all \( j = 1, \ldots, h \). It should be noted that if \( v \) has at least one special child, information of the subtrees of the special children is reflected to the label of \( \{ p(v), v \} \). Let \( ss(T_1) \) and \( ss(T_2) \) be the resulting Euler strings. The following relation was proven in [4], which gave an \( O(nm) \) time \( O(n^{3/4}) \) approximation algorithm for the edit distance problem between ordered trees of bounded degree.

**Theorem 3**: [4] \( \frac{1}{c_{\Sigma}} \cdot d_{T}(T_1, T_2) \leq d_{\Sigma}(ss(T_1), ss(T_2)) \leq 6 \cdot d_{T}(T_1, T_2) \) holds for ordered trees of bounded degree with a fixed \( \Sigma_T \) under the unit cost model, where \( c \) is some positive constant.

### 4.2 Approximation of Largest Common Sub-tree

Though the edit distance problem can be solved in \( O(n^3) \) time for ordered trees, it is NP-hard for unordered trees. Furthermore, it was proven to be MAX SNP-hard [29] even for unordered trees of bounded degree. To my knowledge, no algorithm with a guaranteed approximation ratio has been developed for the general case of unordered trees [14].

It is to be noted that the recursion presented in Sect. 3 can be modified for unordered trees as below.

\[
\begin{align*}
\delta(F_1, \epsilon) &= \sum_{u \in V(F_1)} \gamma(\ell(u), \epsilon), \\
\delta(\epsilon, F_2) &= \sum_{v \in V(F_2)} \gamma(\epsilon, \ell(v)), \\
\delta(F_1, F_2) &= \min_{(u, v) \in E(F_1) \times E(F_2)} \{ \\
& \quad \min \{ \delta(F_1 - u, F_2) + \gamma(\ell(u), \epsilon), \\
& \quad \quad \min \{ \delta(F_1 - F_2 - v) + \gamma(\ell(u), \ell(v)) \}, \\
& \quad \quad \quad \min \{ \delta(F_1 - T_1(u), F_2 - T_2(v)) + \delta(T_1(u) - T_2(v) - v) + \gamma(\ell(u), \ell(v)) \}. \}
\end{align*}
\]

where \( r(F_i) \) denotes the set of the roots of trees in \( F_i \). However, in this case, the resulting dynamic programming algorithm does not work in polynomial time because an exponential number of subforests appear in the recursion. Though it is possible to obtain polynomial time algorithms based on this recursion in some restricted cases [16], [25], they do not cover wide classes of unordered trees.

LCST can also be defined for unordered trees based on an unordered edit distance mapping (which is also called as a mapping when there is no confusion). \( M \subseteq V(T_1) \times V(T_2) \) is called a mapping if the following conditions are satisfied for any two pairs \( (u_1, v_1), (u_2, v_2) \in M \):

(i) \( u_1 = u_2 \) iff \( v_1 = v_2 \),
(ii) \( u_1 \) is an ancestor of \( u_2 \) iff \( v_1 \) is an ancestor of \( v_2 \).

It is to be noted that these two conditions are the same as the first two conditions for an ordered edit distance mapping. Using this mapping, LCST is defined in the same way as in the case of ordered trees. It is known that the LCST problem is also MAX SNP-hard even for unordered trees of bounded degree [29].

Different from the edit distance problem, some approximation algorithms are known for the LCST problem for unordered trees. In particular, 2\( h \)-approximation algorithm and \( O(\log^2 n) \)-approximation algorithm are known [16], where \( h \) is the height of a shorter input tree. Here, we briefly review these algorithms.

#### 4.3 2\( h \)-approximation

The 2\( h \)-approximation algorithm is quit simple and its pseudocode [16] is given below, where we assume w.l.o.g. that the root of \( T_1 \) matches to the root of \( T_2 \).

```
for all depth \( d \) of \( T_1 \) do
    Let \( I \) be the set of nodes of \( T_1 \) at depth \( d \)
    Let \( F := T_2 \) and \( A := {} \)
    repeat until \( F \) is empty do
        Pick any leaf \( v \) of \( F \)
        Delete \( v \) from \( F \)
        if \( \ell(v) = \ell(u) \) for some \( u \in I \) then
```
For each depth $d$ of $T_1$, this algorithm greedily and repeatedly matches a leaf of $T_2$ to a node of depth $d$ in $T_1$. If a leaf $v$ of $T_2$ is matched to some node, $v$ and its ancestors are deleted. Figure 7 illustrates how the algorithm works for the case of $d = 1$.

Here, we briefly analyze the approximation ratio. If the height of $T_1$ is 1, it is seen that each node $v$ added to a mapping can eliminate at most two nodes in $I$ from the optimal mapping: $u$, and a node matched to some ancestor of $v$. Thus, we have the approximation ratio of 2, from which the approximation ratio of $2h$ follows for the general case.

In the above analysis, one match can eliminate two matches. If two matches eliminate at most three matches, we can have the approximation ratio of $1.5h$. We have developed such an algorithm by utilizing weighted bipartite matching [3].

### 4.4 log² $n$-approximation

If both trees are linear chains (i.e., the outdegree of every non-leaf node is 1), the LCST problem can be reduced to the string edit distance problem and thus can be solved in $O(nm)$ time. Furthermore, we can find an optimal mapping between two forests in polynomial time using weighted bipartite matching if each forest consists of linear chains: assign the size of LCST between two linear chains as a weight to an edge corresponding to this pair of chains.

Using the heavy chain decomposition repeatedly, each tree can be decomposed into a set of log $n$ forests of linear chains. By computing an optimal mapping between every pair of forests and taking the maximum one, we can have the approximation ratio of $\log^2 n$ [16]. This can be easily generalized to the case of multiple trees ($t$ trees) and the approximation ratio of $t \log^2 n$ is obtained, where an optimal weighted bipartite matching is replaced by an approximate weighted $t$-dimensional matching [16].

### 5. Tree Alignment

Since the tree edit distance problem requires $\Omega(n^3)$ time (under the class of decomposition algorithms) for ordered trees and is NP-hard for unordered trees, special cases and other distance measures have been studied. Since tree alignment is well-known among these variants [20], we briefly review it here.

An alignment $A$ between $T_1$ and $T_2$ is obtained by inserting nodes labeled with $\epsilon$, which corresponds to a gap symbol in string alignment, into $T_1$ and $T_2$ so that the resulting trees become isomorphic ignoring labels, and then overlaying the resulting trees. For a node $v$ in $A$ having label pair $(x, y)$, the cost is defined as $\gamma(x, y)$. The cost of $A$ is the sum of costs of all nodes. An optimal tree alignment between $T_1$ and $T_2$ is an alignment between $T_1$ and $T_2$ with the minimum cost. The cost of an optimal tree alignment is denoted by $\alpha(T_1, T_2)$.

Tree alignment is regarded as a restricted case of edit distance in which all insertions must be performed before any deletions. Thus, we have $\delta(T_1, T_2) \leq \alpha(T_1, T_2)$. Figure 8 gives an example explaining these facts. For $T_1$ and $T_2$ in this figure, an optimal tree alignment is obtained by inserting two nodes into $T_1$ and two nodes into $T_2$ and thus the resulting cost is 4 under the unit cost model. On the other hand, $T_2$ is obtained by deleting a node labeled ‘e’ from $T_1$ and then inserting a node labeled ‘f’ and thus the resulting cost is 2. From these, we can see $\delta(T_1, T_2) = 2 \leq 4 = \alpha(T_1, T_2)$. It is also seen from Fig. 8 that an optimal tree alignment is quite different from LCST. It is interesting to note that the minimum cost sequence of edit operations can be modified with preserving the cost so that all deletion operations are performed before any insertion operations.

An optimal tree alignment for ordered trees can be computed in $O(nm(d_1 + d_2)^2)$ time using a dynamic programming algorithm [20], where $d_1$ and $d_2$ are the maximum degrees of $T_1$ and $T_2$, respectively. Therefore, it is faster than the optimal decomposition algorithm for edit distance if trees are of bounded degree. Though the tree alignment problem is MAX SNP-hard for unordered trees, it can be solved in $O(nm)$ time if the maximum degrees of both trees are bounded by a constant. Therefore, especially for unordered trees, tree alignment might be used as an alternative to tree edit distance. However, it is known that $\alpha(T_1, T_2)$...
does not satisfy the conditions of distance metric. Therefore, we should be careful when using tree alignment.

Another interesting variant of tree edit distance is tree inclusion. It asks whether \( T_1 \) is isomorphic to a sub-tree of \( T_2 \). That is, it asks whether \( T_1 \) is obtained only by deletion operations from \( T_2 \). Though the tree inclusion problem is NP-hard for unordered trees, it can be solved in \( O(nm) \) time if the maximum degree of \( T_1 \) is bounded by a constant [22].

6. Applications to Bioinformatics

Several kinds of data appearing in bioinformatics can be represented as rooted trees. For example, RNA secondary structures can be represented as rooted ordered trees. RNA (Ribonucleic acid) is a molecule consisting of a chain of four types of nucleotides (bases): A (adenine), C (cytosine), G (guanine), and U (uracil). In contrast to DNA, RNA usually occurs as a single-stranded molecule. In many cases, RNA molecules are folded into their own three-dimensional structures. However, it is difficult to determine, analyze or predict RNA three-dimensional structures. On the other hand, important features of an RNA three-dimensional structure are well-described by a set of base pairs that are connected by hydrogen bonds. This set of base pairs is called an RNA secondary structure, and many of these structures can be represented as rooted ordered trees. Figure 9 gives an artificial example of an RNA secondary structure and its tree representation. Once RNA secondary structures are represented as rooted ordered trees, we can apply algorithms for tree edit distance. However, it might be more useful not to directly use tree edit distance but to use variants that are specialized to RNA secondary structures. A number of such variants have been proposed and several systems have been developed [9], [21].

Another important example of tree structured data is a phylogenetic tree. A phylogenetic tree is a rooted unordered tree that represents a history of evolution of various biological species. Since topologies of phylogenetic trees depend on reconstruction algorithms, parameters used in the algorithms and data provided for the algorithms, it is important to compare various phylogenetic trees. However, tree edit distance or its variants are not usually used for comparison of phylogenetic trees because leaves in phylogenetic trees have special and important meanings (each leaf corresponds to one species). Thus, various algorithms that are specialized for comparison of phylogenetic trees have been developed [18].

6.1 Application to Glycan Search

Glycans, which are also known as carbohydrate sugar chains, are important biomolecules. Glycans are quite vital for the development and functioning of multicellular organisms, and are generally found on exterior surface of cells. Some glycans play an important role in cell-cell interactions, and some others play an important role in protein folding cooperating with Chaperone proteins.

The importance of glycans has been recognized in the field of bioinformatics since the beginning of the 21st century and then various studies have been done. Based on some earlier work, a new publically available database called KEGG Glycan has been recently constructed [17]. Along with the construction of the database, it was recognized that there was no tool for searching similar glycan structures. Therefore, a search tool named KCGM (KEGG Carbohydrate Matcher) was developed [7] along with algorithms for comparison of glycan structures [6]. In this subsection, we briefly review these algorithms.

It is known that most glycans have tree structures. In some cases, glycans can be regarded as rooted ordered trees. However, more flexible matchings can be done if glycans are regarded as rooted unordered trees (i.e., the possibility of missing similar structures is low if glycans are regarded as unordered trees).

Though there exist several variants, we explain the global glycan alignment algorithm here. Since the tree edit distance problem for unordered trees is NP-hard, it is quite difficult to develop practical algorithms for glycan alignment. Though an \( A^* \) algorithm was developed for unordered tree edit distance [19], it takes a lot of time for large structures and does not seem to be suitable for use of similarity searching against many structures (e.g., 10,000 structures). Tree alignment might be used because unordered tree alignment can be computed in \( O(nm) \) time for bounded degree trees. However, the constant factor depending on the degree bound and hidden in \( O(nm) \) is large. Furthermore, similarity score should be computed instead of distance because use of score is much more common in bioinformatics [13]. Thus, we did not adopt edit distance or tree alignment and developed another scoring scheme.

We modified deletion and insertion operations in tree edit so that the resulting algorithm works in polynomial time. Since insertion is symmetric to deletion, we only explain the deletion operation. In tree edit, all children of the deleted node \( u \) become children of the parent of \( u \). However, in glycan alignment, only one child can be a child of the parent and the other children are deleted along with their descendants (see Fig. 10). This restriction was introduced not from a biological viewpoint but from a practical constraint that the algorithm should work efficiently. The surviving child is chosen so that the total score, which is defined below, is maximized under this restriction.

As in tree edit, we can relate the score with a kind of
mapping or alignment. \( A \subseteq V(T_1) \times V(T_2) \) is called a glycan alignment if the following conditions are satisfied for any pair \((u_1, v_1), (u_2, v_2) \in A\):

(i) \( u_1 = u_2 \) iff \( v_1 = v_2 \),

(ii) \( u_1 \) is an ancestor of \( u_2 \) iff \( v_1 \) is an ancestor of \( v_2 \),

(iii) if \( u_1 \in V(T_1) \) (resp. \( v_1 \in V(T_2) \)) does not appear in \( A \), at most one child of \( u_1 \) (resp. \( v_1 \)) and its descendants can appear in \( A \).

It should be noted that condition (iii) is not included in the tree edit mapping. This condition is introduced according to the modification of edit operations. We define the score of an alignment \( A \) by

\[
\sum_{(u,v) \in A} \gamma(u, v) + \sum_{u \in V(T_1) - A_1} \gamma(u, \epsilon) + \sum_{v \in V(T_2) - A_2} \gamma(\epsilon, v),
\]

where \( A_1 \) denotes the set of nodes of \( T_1 \) appearing in \( A \).

The score of an optimal glycan alignment \( A \) is computed by a dynamic programming algorithm based on the following recursion.

\[
\begin{align*}
\sigma(u, \epsilon) &= \sum_{u \in \text{chd}(u)} \gamma(u, \epsilon), \\
\sigma(\epsilon, v) &= \sum_{v \in \text{chd}(v)} \gamma(\epsilon, v), \\
\sigma(u, v) &= \max \left\{ \sigma(u, v), \sigma(u, v), \sigma(u, v) \right\}, \\
\sigma_1(u, v) &= \max_{u \in \text{chd}(u)} \left\{ \sigma(u, v) + \gamma(u, \epsilon) \right\}, \\
\sigma_2(u, v) &= \max_{v \in \text{chd}(v)} \left\{ \sigma(u, v) + \gamma(\epsilon, v) \right\}, \\
\sigma_3(u, v) &= \gamma(u, v) + \max_{M \subseteq M(u,v)} \left\{ \sum_{(u,v) \in M} \sigma(u, v) \right\},
\end{align*}
\]

In the above, \( \text{chd}(u) \) denotes the set of all possible matchings between \( \text{chd}(u) \) and \( \text{chd}(v) \), and \( M \) denotes the set of nodes of \( T_1 \) appearing in \( M \). \( \sigma(u, v) \) corresponds to the score between \( T_1(u) \) and \( T_2(v) \) and thus the score between \( T_1 \) and \( T_2 \) is given by \( \sigma(r(T_1), r(T_2)) \). The meaning of \( \gamma(u, v) \) is a bit different from that in tree edit and is much more similar to those of score matrices which are widely used for comparison of biological sequences [13]. In this case, \( \gamma(u, v) \) represents the similarity between nodes \( u \) and \( v \), not the distance between \( u \) and \( v \). Each of \( \gamma(u, \epsilon) \) and \( \gamma(\epsilon, v) \) denotes the penalty (usually, it takes negative value) of deleting a node.

How to define values of \( \gamma(u, v) \) is not a trivial task. We defined these values via discussion with researchers having deep biological knowledge. Since the precise definition of \( \gamma(u, v) \) includes some biological details [6], we do not give it in this paper. The meanings of three terms appearing in the third recursion are as follows: \( \sigma_1(u, v) \) corresponds to deletion of \( \epsilon \), \( \sigma_2(u, v) \) corresponds to deletion of \( v \), and \( \sigma_3(u, v) \) corresponds to matching between \( u \) and \( v \). In order to compute \( \sigma_3(u, v) \), a maximum score matching between the children of \( u \) and the children of \( v \) must be computed. Since this matching can be computed in polynomial time, the overall algorithm works in polynomial time (though a simple exhaustive algorithm was employed for computing this matching in the current implementation for the purpose of practical efficiency).

The above mentioned algorithm and its variants were implemented in the KGaM web server (see also Fig. 11) [7], on which similarity search against more than 10,000 glycan structures can be done in several or several tens of seconds. This fact suggests that the developed algorithms are quite useful in practice.

7. Concluding Remarks

In this survey paper, we overviewed edit distance problems...
and algorithms for ordered trees and for unordered trees. The surveyed results are summarized in Table 1. We also reviewed their applications to bioinformatics problems. These applications suggest that tree edit is important not only from a theoretical viewpoint but also from a practical viewpoint. Though we have not much considered restricted versions of tree edit distance, various kinds of restricted classes of trees and/or edit operations have been studied (see [10], [24] for the details). Here we briefly discuss restrictions of degrees and heights since these restrictions were considered in this paper. The assumption of bounded degree is reasonable when we consider chemical compounds having tree structures and glycans because the maximum degrees of these structures are clearly bounded by some constants. The assumption of bounded height is reasonable when we consider XML documents because the heights of trees representing these data (e.g., metabolic networks, protein-protein interaction networks, chemical compounds) is becoming important. Therefore, development of appropriate distance measures and efficient algorithms for such kinds of data is important. Of course, a lot of studies have been done on matching of graphs using various kinds of meta-heuristics [11]. However, existing methods are not yet satisfactory (especially for comparison of large biological networks) and further studies should be done. The methodologies developed in tree edit might be useful for such a development.
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**Table 1** Results on tree edit distance and related problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Type</th>
<th>Time/Approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>tree edit</td>
<td>ordered</td>
<td>$\Theta(n^3)$ time [12]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$O(n^{1/4})$ approx.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>in $O(n^2)$ time [4]</td>
</tr>
<tr>
<td>tree edit</td>
<td>unordered</td>
<td>MAX SNP-hard [29]</td>
</tr>
<tr>
<td>LCST</td>
<td>ordered</td>
<td>$\Theta(n^2)$ time [12]</td>
</tr>
<tr>
<td>LCST</td>
<td>unordered</td>
<td>MAX SNP-hard [29]</td>
</tr>
<tr>
<td>tree alignment</td>
<td>ordered and bounded</td>
<td>$O(n^2)\ \text{time}[20]$</td>
</tr>
<tr>
<td></td>
<td>degree</td>
<td></td>
</tr>
<tr>
<td>tree alignment</td>
<td>unordered</td>
<td>MAX SNP-hard [20]</td>
</tr>
<tr>
<td>tree alignment</td>
<td>unordered and bounded</td>
<td>$O(n^2)\ \text{time}[20]$</td>
</tr>
<tr>
<td></td>
<td>degree</td>
<td></td>
</tr>
<tr>
<td>tree inclusion</td>
<td>ordered</td>
<td>$O(n^2)\ \text{time}[22]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tree inclusion</td>
<td>unordered</td>
<td>NP-hard [22]</td>
</tr>
<tr>
<td>tree inclusion</td>
<td>unordered and bounded</td>
<td>$O(n^2)\ \text{time}[22]$</td>
</tr>
<tr>
<td></td>
<td>degree</td>
<td></td>
</tr>
</tbody>
</table>

The result in [4] holds only for bounded degree trees. The results in [29] hold even for bounded degree trees.
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