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SUMMARY Object detection and tracking is one of the most important research topics in pattern recognition and the basis of many computer vision systems. Many accomplishments in this field have been achieved recently. Some specific objects, such as human face and vehicles, can already be detected in various applications. However, tracking objects with large variances in color, texture and local shape (such as pedestrians) is still a challenging topic in this field. To solve this problem, a pedestrian tracking scheme is proposed in this paper, including online training for pedestrian-detector. Simulation and analysis of the results shows that, the proposal method could deal with illumination change, pose change and occlusion problem and any combination thereof.
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1. Introduction

In recent years, pedestrian detection and tracking has been an active research area. Tracking is essentially the problem of finding the object states (position, scale and other parameters characterizing the object) from the observed image sequence. The task is challenging because of:

- Background clutter which makes it difficult to distinguish the object from the background.
- Illumination changes make the target appearance complicated.
- Complicated pedestrian appearance changes, especially when the pedestrian’s pose change.
- Part of the target disappears because of occlusion between pedestrian or occlusion by background.

Many proposed tracking algorithms have tried to solve the above problems by building a generative model to describe the target’s visual appearance. Selecting discriminative features is always an important problem in object tracking. Color, edge (or gradient), texture feature have been widely used in tracking algorithms. For object tracking, kernel-based tracking [2] and particle filter [3] are two effective and popular algorithms. Many researchers have improved upon the original algorithm since it was first introduced. Kernel-based tracking through scale space [4] has been added to overcome the shortcomings during scale change. Multikernel [5] and asymmetric kernel [6] have also improved the algorithm performance. This type of algorithm has the ability of finding the most similar possible position or scale in the neighbor region. However, it requires the use of a discriminating model to supervise the tracking.


There are still two main weaknesses that exist in the on-line training systems: 1) The combination of illumination changes, pose changes, and occlusion would result in tracking failure. 2) The performance of the online system is not always robust. An improperly updated system will hurt the performance of the tracking system.

To solve these problems, we present a particle filter tracking system with online training. We opted not to use background subtraction in order to deal with a moving camera. The feature we used is HOG (Histogram of Oriented Gradient) [10]. As we intend to solve the problem of serious pose change, we developed an online training algorithm for HOG detector. Therefore, our work focuses on two aspects: offline pedestrian-detector and online training for pedestrian-detector.

The rest of the paper is organized as follows: Section 2 gives a brief introduction of using Gentle Boosting [11] to train a pedestrian detector. The proposed online training method is presented in Sect. 4. Implementation details and experiment results are presented in Sect. 3. The conclusion and future works are in Sect. 5.

2. Pedestrian-Detector

This section describes a pedestrian-detector’s training method and the corresponding feature. First, we resize the image patch for training to a uniform size of 64 × 128 pixel. We used Gentle-Boosting [11] method with HOG feature [10] to build a pedestrian detector. To make the on-line training more robust, we select one cell bin from each HOG
cell to use as a weak classifier; since we assume that there is a dominating direction in every cell, a single cell bin is sufficiently representative of a whole cell. The cells are sized a dominating direction in every cell, a single cell bin is sufficient to use as a weak classifier; since we assume that there is a dominating direction in every cell, a single cell bin is sufficient to use as a weak classifier.

---

**Table 1** Overview of Gentle-Boosting algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Start with weights $\omega_i = \frac{1}{N^+}, i = 1, 2, \ldots N^+$, $\omega_i = \frac{1}{N^-}, i = N^+ + 1, N^+ + 2, \ldots N^+ + N^-$,</td>
</tr>
<tr>
<td>2</td>
<td>for $m = 1 \ldots M$</td>
</tr>
<tr>
<td>(a)</td>
<td>for $k = 1 \ldots M$</td>
</tr>
<tr>
<td></td>
<td>Fit the regression function $f_{m,k}(x) = a_k x + b_k$ by weighted least-squares of $y_i$ to $x_i$ with weight $w_j$ and feature $k$.</td>
</tr>
<tr>
<td></td>
<td>End.</td>
</tr>
<tr>
<td>(b)</td>
<td>Set a best regression function $f_{m,k}(x) = a_k x + b_k$ as $f_k(x)$</td>
</tr>
<tr>
<td>(c)</td>
<td>Update $F(x) = F(x) + f_k(x)$</td>
</tr>
<tr>
<td>(d)</td>
<td>Update $\omega_k = \omega_k \times \exp(-y_i f_k(x_i))$</td>
</tr>
<tr>
<td>(e)</td>
<td>Renormalize $\omega_i = \omega_i / \sum \omega_i$</td>
</tr>
<tr>
<td></td>
<td>End.</td>
</tr>
</tbody>
</table>

---

3. **Online Training for Pedestrian-Detector**

This section describes an online pedestrian-detector’s training method and the corresponding training time and strategy. We utilize an online Gentle-Boosting to solve the problem of posture variation and partial occlusion. As shown in Fig. 1, the online Gentle-Boosting include two steps. In the first step, discard one of the weak classifier from the offline boosting result; in the second step, train new weak classifier from the feature pool and add it into weak classifier sequence.

---

3.1 **Online Samples**

In every frame, we get 10 positive samples (as shown in Fig. 2) and 20 negative samples. All the online samples are selected as the same size as the tracking result of the current frame. The centers of online positive samples are randomly located in a small circle whose center is the center of the tracking result of the current frame. The radius of the circle is manually set to 5 pixels. The centers of online negative samples are located around the tracking result. The center of it is in a rectangle area. The patches are non-overlapping with the tracking target.

3.2 **Parameter Update Time**

We checked the pedestrian detector every 2 frames. If the pedestrian detector can correctly identify a certain percentage of the online samples, we do not update the parameters of online pedestrian detector. If the pedestrian detector degrades, the boosting process is activated. If the performance of newly trained detector is still not good, the online training process will continue to further improve the detector. After the detector performance returns to a satisfying level, online training module will become dormant again. Through the use of such a strategy, the method solves the dilemma between fast pose change and almost no pose change for a long time.

3.3 **Online Boosting**

We also control the number of weak classifier to be updated. According to the percentage of online samples that are correctly identified, the number of classifiers to be updated can vary from one to three. If three weak classifiers’ replacement still can not correctly identify the online samples, we will not introduce more weak classifiers in because too many updates at the same time will seriously affect the system robustness.

For every weak classifier replacement, we have two
steps. In the first step, we discard the weakest classifier out of 40. To find the classifier to discard, we define 40 reverse weak classifiers that use same feature but have opposite slope and opposite y-intercept of the linear regression functions. Choosing the best performing reverse weak classifier is the same selecting the weakest performing classifier.

In the second step, we randomly sample 500 weak classifiers out of 480. To find the classifier to discard, we define 40 reverse weak classifiers. Choosing the best performing reverse weak classifier that uses same feature but has opposite slope and opposite y-intercept of the linear regression functions. The result is given in Fig. 4. The results in summarized in Table 3.

4.2 Results

We manually assign the initial rectangles of pedestrians. The height-to-width ratios of these rectangles remain the same in subsequent tracking. We manually calibrated the position of pedestrians in the video sequence. And use the overlap rate to evaluate the accuracy of tracking.

\[
\text{overlap rate} = \frac{\text{area(tracking rect \cap Calibration rect)}}{\text{area(Calibration rect)}}
\]

If the overlap rate is over 0.8 in 90% of the frames, we think this pedestrian is being tracked correctly. Under this criterion, we evaluate our algorithm in the two data sets we used. Comparison example frames from the result videos is given in Fig. 4. The results in summarized in Table 3.

As shown previously in Fig. 3, each weak classifier is determined by local information; this allows us to deal with pose change problem in an elegant way. On the one hand, online samples during tracking give us the information of the current pedestrian. On the other hand, online learning module put this information into some weak classifiers which can be used in the following tracking process. Due to the characteristic of local description, the online learning method is also good for occluded situations. Figure 5 shows the tracking results when occlusion by background or other pedestrian occurs.

4.4 Conclusion

In this paper we propose a pedestrian tracking scheme with a pedestrian detector and its online updating method. Our algorithm employs a pedestrian detector in tracking framework, and the algorithm can continually improve the pedestrian detector by online boosting method. This makes the tracking more robust, especially in the condition of drastic pose change. Experimental results show that most examples on pose change and occlusion are resolved through online training method. Future work is aimed at adding relative position information into online training method to more robustly handle partial occlusion situations.
Fig. 4 Performance comparison: with only offline detector for (a) and (c); with online learning for (b) and (d).

Fig. 5 Tracking result in occluded circumstance.
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