Multi-Valued Modal Fixed Point Logics for Model Checking

Koki NISHIZAWA†, Nonmember

In this paper, I will show how multi-valued logics are used for model checking. Model checking is an automatic technique to analyze correctness of hardware and software systems. A model checker is based on a temporal logic or a modal fixed point logic. That is to say, a system to be checked is formalized as a Kripke model, a property to be satisfied by the system is formalized as a temporal formula or a modal formula, and the model checker checks that the Kripke model satisfies the formula. Although most existing model checkers are based on 2-valued logics, recently new attempts have been made to extend the underlying logics of model checkers to multi-valued logics. I will summarize these new results.

1. Introduction

In order to discover bugs of hardware or software, various formal methods have been studied. Model checking [6] is the most successful as the technique to automatically verify transition systems modelling hardware and software against temporal formulas expressing specifications. The specifications for model checking are described in modal logics, temporal logics, and modal fixed point logics [4], [16], [17], [22], [27]. Until the 1990s, the logics used for model checking were based on only two truth values, i.e., ‘true’ and ‘false’. However, in the 2000s, multi-valued logics for model checking are studied extensively. This paper introduces their logics.

First, we introduce the ordinary logics for model checking. The system to be verified is formalized as a Kripke structure. A Kripke structure consists of a set $S$, a subset $\rightarrow$ of $S \times S$, and a subset $\rho$ of $S \times \text{Atom}$, where \text{Atom} is called the set of atomic propositions. The elements of $S$ are called states and $\rightarrow$ are called the transition relation. We write $s \rightarrow t$ for $(s, t) \in \rightarrow$.

To formalize the specification for verified systems, various modal logics and temporal logics are used. However, most of them are included in modal $\mu$-calculus [16] which is a powerful logic equipped with modalities and the least fixpoints. Therefore, this paper introduces only modal $\mu$-calculus (both of 2-valued and multi-valued). The formulae of modal $\mu$-calculus are generated by the following grammar:

$$\varphi ::= P \mid \neg \varphi \mid \varphi \land \varphi \mid \Diamond \varphi \mid X \mid \mu X \varphi$$

Here, $P$ is an atomic proposition. $\neg$ and $\land$ are the negation operator and the conjunction operator. So, modal $\mu$-calculus includes the propositional logic. We write $\varphi \land \psi$ for $\neg(\neg \varphi \lor \neg \psi)$, $\varphi \Rightarrow \psi$ for $\neg \varphi \lor \psi$, $\Box \varphi$ for $\neg \Diamond \neg \varphi$, and $\forall X \varphi$ for $\neg \mu X. \neg \varphi[\neg X/X]$. $\Diamond$ is a modal operator interpreted by the transition relation of a Kripke structure. A state $s$ satisfies $\varphi$ if and only if there exists a path from $s$ to a state $t$ satisfying $\varphi$ and $s \rightarrow t$. $\mu$ is called least fixed point operator. $\mu X \varphi$ represents the strongest formula $\psi$ which is equal to the result of replacing $X$ in $\varphi$ with $\psi$. For example, $\mu X \varphi \lor \Box \varphi$ is interpreted as follows.

$$\mu X \varphi \lor \Box \varphi = \varphi \lor \Box \varphi \lor \Box \Box \varphi \lor \cdots$$

Therefore, a state $s$ satisfies $\mu X \varphi \lor \Box \varphi$ if and only if there exists a path from $s$ to a state $t$ satisfying $\varphi$.

The grammar of formulae of modal $\mu$-calculus is subject to the side condition that $\mu X \varphi$ has no free negative occurrences of $X$ in $\varphi$. For example, $\mu X. \neg \varphi$ is not a formula of modal $\mu$-calculus. This condition is necessary to reject $\mu X \varphi$ when there is no $\psi$ which is equal to the result of replacing $X$ in $\varphi$ with $\psi$.

In conclusion, the interpretation $\llbracket \varphi \rrbracket_{K,V}: S \rightarrow \{\bot, \top\}$ of formula $\varphi$ over a Kripke structure $K = (S, \rightarrow, \rho)$ and a function $V$ is defined inductively as follows.

$$\llbracket \neg \varphi \rrbracket_{K,V}(s) \overset{\text{def}}{=} \neg \llbracket \varphi \rrbracket_{K,V}(s)$$
$$\llbracket \varphi \land \psi \rrbracket_{K,V}(s) \overset{\text{def}}{=} \llbracket \varphi \rrbracket_{K,V}(s) \land \llbracket \psi \rrbracket_{K,V}(s)$$
$$\llbracket P \rrbracket_{K,V}(s) \overset{\text{def}}{=} (s, P) \in \rho$$
$$\llbracket X \rrbracket_{K,V}(s) \overset{\text{def}}{=} V(s)$$
$$\llbracket \mu X. \varphi \rrbracket_{K,V}(s) \overset{\text{def}}{=} \big\{ W \mid \llbracket \varphi \rrbracket_{K,V[X \rightarrow W]} \Rightarrow W \big\}$$
$$\llbracket \Box \varphi \rrbracket_{K,V}(s) \overset{\text{def}}{=} \big\{ t \mid s \rightarrow t \big\}$$

Here, $V$ maps a variable $X$ to a function $V(X): S \rightarrow \{\bot, \top\}$. For $W: S \rightarrow \{\bot, \top\}$, the function $V[X \rightarrow W]$ sends $X$ to $W$ and the other variable $Y$ to $V(Y)$.

$\varphi$ is called valid in $K$ if $\llbracket \varphi \rrbracket_{K,V}(s) = \top$ holds for any $s \in S$ and any $V$. For example, in the following Kripke structure $K$, each state (1 or 2) can reach at both of the state satisfying $P$ and the state satisfying $Q$, but each state can not reach at the state satisfying both of $P$ and $Q$.

$$K = (S, \rightarrow, \rho)$$
$S = \{1, 2\}$

$\rightarrow = \{(1, 2), (2, 1)\}$

$\rho = \{(1, P), (2, Q)\}$

That can be verified since $(\mu X.P \land Q) \land (\mu Y.Q \land Y)$ is valid but $\mu X.(P \land Q) \land \neg X$ is not.

2. Multi-Valued Model Checking

2.1 Finite De Morgan Algebra

Multi-valued model checking is studied extensively by Chechik, Gurfinkel and others [3], [11]. They give the notion of multi-valued Kripke model of temporal logics, and develop an efficient model checking algorithm with respect to such models. Their multi-valued Kripke structure takes truth values in a De Morgan algebra to represent notions related to partiality of information such as being “unknown” and “inconsistent.”

Their formulation is based on the following scenario. Given two sets $X$ and $Y$, an ordinary binary relation from $X$ to $Y$ can be regarded as a function of $X \times Y \rightarrow 2$ where $2$ is the set consisting of the truth values “true” and “false”. They replace $2$ by a finite De Morgan algebra $L$ of truth values. A De Morgan algebra is a structure $(L, \leq, a)$, where $(L, \leq)$ is a distributive lattice and $\neg: L \rightarrow L$ satisfies involution $(\neg a = a)$ and De Morgan laws: $(a \land b) = \neg a \lor \neg b$, and $(a \lor b) = \neg a \land \neg b$.

In this setting, a model is not an ordinary Kripke structure, but an $L$-valued Kripke structure where $L$ is a De Morgan algebra. An $L$-valued Kripke structure consists of a set $S$ of states, a function $\rightarrow$ from $S \times S$ to $L$, and a function $\rho$ from $S \times \text{Atom}$ to $L$. $\rightarrow$ is called $L$-valued transition relation.

A formula $\varphi$ is interpreted over an $L$-Kripke structure $K = (S, \rightarrow, \rho)$ and a function $V: \text{Var} \rightarrow (S \rightarrow L)$. The interpretation $\llbracket \varphi \rrbracket_{K,V}: S \rightarrow L$ is inductively as follows.

$\llbracket \neg \varphi \rrbracket_{K,V}(s) \triangleq \neg \llbracket \varphi \rrbracket_{K,V}(s)$

$\llbracket \varphi \land \psi \rrbracket_{K,V}(s) \triangleq \llbracket \varphi \rrbracket_{K,V}(s) \land \llbracket \psi \rrbracket_{K,V}(s)$

$\llbracket P \rrbracket_{K,V}(s) \triangleq \rho(s, P)$

$\llbracket X \rrbracket_{K,V}(s) \triangleq V(X)(s)$

$\llbracket \mu X.\varphi \rrbracket_{K,V}(s) \triangleq \{ W: S \rightarrow L | \llbracket \varphi \rrbracket_{K,V[X:=w]}(s) \leq W \}$

$\llbracket \square \varphi \rrbracket_{K,V}(s) \triangleq \{ t \in S | \llbracket \varphi \rrbracket_{K,V}(t) \}$

For example, $\{\top, \bot, m, d\}$ forms a De Morgan algebra where $\bot \leq m \leq \top$ and $\bot \leq d \leq \top$. The negation is defined as $\neg \bot = \bot$, $\neg \top = \bot$, $\neg m = m$, and $\neg d = d$. $\mu$s represents ‘unknown’ and $\land$ represents ‘inconsistent’. When $\rho(s, P) = \top$, $\rho(s, Q) = d$, and $\rho(s, R) = m$, the interpretation of the formula $P \lor Q$ is $\top$ and the interpretation of the formula $P \land R$ is $\bot$.

2.2 Complete Heyting Algebra

In the context of modal logics, Fitting proposes the multi-valued logic taking truth values in a Heyting algebra that is a complete lattice [9]. His motivation is to make one multi-valued model represent a family of two-valued Kripke models on the same state set.

The author et al. apply Fitting’s multi-valued logic to system verification [13]. Multi-valued model checking performs a number of two-valued model checking all at once, by superposing many two-valued models and checking the resulting multi-valued model [26]. For example, $2^n$-valued model $K$ is regarded as the superposition of a family of two-valued models $K_1, K_2, \ldots, K_n$. The validity of a modal formula $\psi$ in $K$ is an $n$-tuple of true or false. Its $i$th element is true if and only if $\psi$ is valid in $K_i$. We extend Fitting’s modal logic to an intuitionistic variant of Kozen’s modal $\mu$-calculus.

In fact, Boolean-valued model checking is enough for only the above motivation. Heyting-valued models are useful to consider a multiple-experts system, i.e., a family of two-valued Kripke models on the same state set equipped with an order $\leq$ among the models [9]. It is assumed that if $K \leq K'$ then the transition relation of $K$ and valid atomic propositions in $K$ are preserved in $K'$. Upper-closed sets of models with respect to the order form a Heyting algebra. By applying Fitting’s Heyting-valued logic to the algebra, one can get the greatest upper-closed set of models satisfying $\psi$ as the truth value of $\psi$. The truth value also plays an important role in system verification. For a given model, one can consider a multiple-experts system consisting of its submodels. The truth value of $\psi$ in the system can be regarded as an important part in the information what submodels of a given model satisfy $\psi$.

We take a complete Heyting algebra (cHa) (i.e., a Heyting algebra that is a complete lattice) as the structure of truth values. An $L$-valued Kripke structure consists of a set $S$, a function $\rightarrow$ from $S \times S$ to $L$, and a function $\rho$ from $S \times \text{Atom}$ to $L$. $\rightarrow$ is called $L$-valued transition relation.

We shall define the formulae of modal $\mu$-calculus by extending those of intuitionistic modal logic [21] with the least and greatest fixpoints. Here, we do not follow the standard definition of modal $\mu$-formulae, since we will be giving an intuitionistic interpretation in which $(\diamond \varphi) \equiv (\neg \square \neg \varphi)$ and $(\varphi \Rightarrow \psi) \equiv (\neg \varphi \lor \psi)$ do not necessarily hold, and we must, therefore, have $\Rightarrow$ and $\circ$ as primitives.

Intuitionistic modal $\mu$-formulae are generated by the following grammar where $P \in \text{Atom}$, $X \in \text{Var}$, and the grammar is subject to the side condition that both of $\mu X.\varphi$ and $\forall X.\varphi$ have no free negative occurrences of $X$ in $\varphi$.

\[
\varphi ::= P \mid X \mid \mu X.\varphi \mid \forall X.\varphi \\
\mid \square \varphi \mid \diamond \varphi \mid \varphi \Rightarrow \psi \mid \bot \mid \top \mid \varphi \land \varphi \mid \varphi \lor \varphi
\]

We define the truth value $\llbracket \varphi \rrbracket_{K,V}: S \rightarrow L$ of an intuitionistic modal $\mu$-formula $\varphi$ inductively as follows.

$\llbracket \bot \rrbracket_{K,V}(s) \triangleq \bot$

$\llbracket \top \rrbracket_{K,V}(s) \triangleq \top$
\[ [\varphi \lor \psi]_{K,V}(s) \overset{\text{def}}{=} [\varphi]_{K,V}(s) \lor [\psi]_{K,V}(s) \]
\[ [\varphi \land \psi]_{K,V}(s) \overset{\text{def}}{=} [\varphi]_{K,V}(s) \land [\psi]_{K,V}(s) \]
\[ [\varphi \Rightarrow \psi]_{K,V}(s) \overset{\text{def}}{=} [\varphi]_{K,V}(s) \Rightarrow [\psi]_{K,V}(s) \]
\[ [P]_{K,V}(s) \overset{\text{def}}{=} \rho(s,P) \]
\[ [X]_{K,V}(s) \overset{\text{def}}{=} V(X)(s) \]
\[ [\mu X \varphi]_{K,V}(s) \overset{\text{def}}{=} \\{ W \in [S,L] \mid [\varphi]_{K,V[X \rightarrow W]} \leq W \} \]
\[ [\nu X \varphi]_{K,V}(s) \overset{\text{def}}{=} \\{ W \in [S,L] \mid W \leq [\varphi]_{K,V[X \rightarrow W]} \} \]
\[ [\Box \varphi]_{K,V}(s) \overset{\text{def}}{=} \{ (s \rightarrow t) \Rightarrow [\varphi]_{K,V}(t) \mid t \in S \} \]
\[ [\Diamond \varphi]_{K,V}(s) \overset{\text{def}}{=} \{ (s \rightarrow t) \land [\varphi]_{K,V}(t) \mid t \in S \} \]

Operators \( \Rightarrow, \bot, \top, \lor, \land \) and \( \land \) are interpreted by the corresponding structure of the complete Heyting algebra \( L \).

For example, when \( L = \wp(M) \), an \( L \)-valued Kripke structure \( K \) is regarded as a superposition of a family \( (K_m)_{m \in M} \) of ordinary Kripke structures, since we have
\[ m \in [\varphi]_{K,V}(s) \iff [\varphi]_{K_m,V}(s) = \top. \]

### 2.3 Min-Plus Algebra

The author et al. propose semantics of modal \( \mu \)-calculus that interpret disjunctions by \( \min \) and conjunctions by \( \max \) [12]. Using \( \max \), it is possible to compute or count quantitative measures. To apply this to algebra, we adopted min-plus algebra, i.e., algebraic structures with two binary operators, \( \min \) and \( \max \). Their algebraic properties have been extensively studied and they were applied to solve problems in first order logic theory, such as finite power property problem [25]. They are also widely used to analyze discrete event systems, optimization, etc. [2].

We interpret modal logic formulas on the algebra \( \mathbb{N}^{\infty} \) that consists of all natural numbers and infinity \( \infty \), \( \infty \) represents falsity. Finite elements represent truth, i.e., there are various levels of truth.

We shall extend the formulae of intuitionistic modal \( \mu \)-calculus with the element \( i \) of \( \mathbb{N}^{\infty} \).

\[ \varphi ::= P \mid X \mid \mu X \varphi \mid \nu X \varphi \mid \Box \varphi \mid \Diamond \varphi \mid \varphi \Rightarrow \varphi \mid \bot \mid \top \mid \varphi \lor \varphi \mid \varphi \land \varphi \mid i \]

A formula \( \varphi \) is interpreted over an ordinary Kripke structure \( K = (S,\rightarrow,\rho) \) and a function \( V : \text{Var} \rightarrow (S \rightarrow \mathbb{N}^{\infty}) \). The interpretation \( [\varphi]_{K,V} : S \rightarrow \mathbb{N}^{\infty} \) is inductively as follows.

\[ [\bot]_{K,V}(s) \overset{\text{def}}{=} \infty \]
\[ [\top]_{K,V}(s) \overset{\text{def}}{=} 0 \]
\[ [i]_{K,V}(s) \overset{\text{def}}{=} i \]
\[ [\varphi \lor \psi]_{K,V}(s) \overset{\text{def}}{=} \\min ([\varphi]_{K,V}(s), [\psi]_{K,V}(s)) \]
\[ [\varphi \land \psi]_{K,V}(s) \overset{\text{def}}{=} [\varphi]_{K,V}(s) \land [\psi]_{K,V}(s) \]

For example, the formula \( \mu X.\varphi \land \Diamond 1 \land X \) is interpreted as \( \infty \) at \( s \) if any state where \( P \) is true is not reachable from \( s \). If some state where \( P \) is true is reachable from \( s \), this formula is interpreted as the length of the shortest path to a state where \( P \) is true.

### 3. Abstraction

While model checking is the technique to automatically verify transition systems, direct verification of large systems is often infeasible. \textit{Abstraction} is the method to formulate and extract from concrete transition systems only that part of information necessary for verification.

Abstraction has been studied in the context of various temporal logics and modal \( \mu \)-calculus. Various mathematical notions have been proposed as theoretical frameworks of abstraction: simulations [5], [10], [19], abstract interpretation [7], [20], and refinement [8], [14], [15]. An abstraction is a relation between two interpretations of the logic. We call the two interpretations, concrete interpretation and abstract interpretation. It is important that these mathematical notions satisfy the formula-preservation theorem: whenever a formula is satisfied by the abstract interpretation, it is also satisfied by the concrete one [18], [23], [24].

An abstraction helps to check that a formula is true in a concrete interpretation, called satisfaction checking. By the formula-preservation theorem, the satisfaction checking is reduced to the following subproblems:

- **P1** construction of an abstract interpretation,
- **P2** construction of a relation between the concrete interpretation and the abstract interpretation,
- **P3** proving that the relation is an abstraction, and
- **P4** checking that the abstract interpretation satisfies the formula to be verified.

It is the recent main topic to give abstractions in the multi-valued settings [11]–[13].

### 4. Conclusion

By applying multi-valued logics, model checking allows us to solve various problem. For example, a finite De Morgan
algebra is useful to verify ‘unknown’ systems and ‘inconsistent’ systems. A complete Heyting algebra is useful to superpose many two-valued models. A min-plus algebra is useful to solve the shortest path problem.

It is future work to introduce sound abstraction for multi-valued logics.
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