A Novel Content-Aware Stitching Algorithm for Real-Time Video Sequences
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SUMMARY The panorama image obtained by image stitching can have visible artifacts due to the limitation of alignment accuracy and defects of the optical systems. Moreover, conventional image stitching algorithms cannot be directly applied to a real-time video stitching due to its complexity and waving artifacts. In this paper, we propose a real-time content-aware stitching algorithm which not only finds a seam by using path searching based on the greedy method, but also adaptively updates the seam by detecting objects moving toward the seam. Experimental results show that the proposed algorithm can successfully produce stitched video sequences without the waving and ghost artifacts commonly found in conventional stitching algorithms.
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1. Introduction

Image stitching is used in many applications such as panorama image [1], [2], super resolution [3], and surveillance systems because it can overcome the resolution constraint and the small field-of-view of the camera. In particular, video stitching is a powerful technique to provide the panorama video for visual surveillance systems with high resolution. Such systems are used to monitor wide areas, e.g. long streets and supermarkets, that are not easily covered by distributed single cameras.

In order to obtain satisfactory results in image stitching, both structure and intensity should be aligned or matched within the overlapped region [4]. For aligning images, conventional algorithms usually exploit the scale invariant feature transform (SIFT) [5] and the random sample consensus (RANSAC) [6]. However, these algorithms often produce coarsely aligned images including a visible seam in the overlapped region due to the accuracy limitation of the alignment and unmodeled camera effects such as the vignetting effect, the difference of exposure times, and the white balance effect. To solve this problem, various image composite methods for the overlapped region have been proposed [7]–[12]. Some methods [7]–[9] minimize the intensity distortion in the overlapped region by using a blending algorithm. The others [10]–[12] search for a curve in the overlapped region on which the difference between images is minimal.

In this paper, we present a real-time content-aware video stitching algorithm. One of the main drawbacks of conventional algorithms for real-time video stitching is computational burden. Conventional algorithms produce satisfactory results in terms of visual quality but many of these methods are computationally too expensive to be applied to real-time applications. In addition, they do not deal with video characteristics related to objects moving across the seam. The proposed novel content-aware stitching algorithm can not only quickly find a seam in the overlapped region without visible artifacts by using the greedy method but also update the seam when the object moves across the seam.

The rest of our paper is organized as follows. Section 2 describes a proposed algorithm for a content-aware stitching algorithm. The experimental results are provided in Sect. 3 and conclusions are given in Sect. 4.

2. Proposed Algorithm

The proposed algorithm consists of two steps as shown in Fig. 1. First, for image alignment between the anchor and the covered image, we calculate homography by the SIFT followed by the RANSAC. For composite of the overlapped region without visible artifacts, we propose a computationally efficient content-aware path-finding algorithm. The proposed path-finding algorithm first decides the start and end positions of the path. Then, the path minimizing a new energy function is found based on the greedy method. Furthermore, to deal with the moving objects in video sequences, a seam update method is also presented. The following subsections describe the proposed algorithm in detail.
2.1 Start/End Point Decision

Conventional path-finding algorithms [10]–[12] for image stitching divide the overlapped region into two sub-regions as shown in Fig. 2 (a). However, in many cases, images are aligned arbitrarily as shown in Fig. 2 (b), and thus constraining the start/end locations of the seam is necessary to stitch images without visible seam artifacts. If conventional algorithms are applied straightforwardly, the unexpected visible seam can appear in the overlapped image. For example, if the end point of the seam reaches an arbitrary boundary of the image as shown in Fig. 2 (b), the image boundary region surrounded by the dashed circle can be perceived as a visible seam. To solve this problem, crossing points of two images are used for the start/end point of the seam as shown in Fig. 2 (c).

2.2 Fast Partitioning

In order to find a path satisfying the initialized start/end point, many energy minimization techniques, such as Dijkstra algorithm [10], min-cut/max-flow algorithm [11], and Dynamic programming [12], can be considered. However, conventional energy minimization methods in [10]–[12] are inadequate for real-time applications due to their large memory and time complexity requirements. Therefore, we introduce a novel path-searching algorithm based on the greedy method.

We define an energy function at pixel $p$ in the overlapped region as a combination of three terms; the color vector difference $D_C(p)$, the magnitude of the gradient $D_G(p)$, and the distance $D_L(p)$ from a current pixel to a line connecting the start point to the end point.

$$E(D_C(p), D_G(p), D_L(p)) = (1 - \alpha) \cdot \frac{D_C(p)}{D_C(p)} + \alpha \cdot D_L(p),$$

where $D_C(p)$ represents the Euclidian distance between the color vectors of the anchor image $I_A(p)$ and the covered image $I_C(p)$ at pixel $p$ in the overlapped region,

$$D_C(p) = \|I_A(p) - I_C(p)\|_2.$$  

In addition to the pixel intensity, the gradient also needs to be considered since the seam should not penetrate the object contour but flow along a high frequency region. Therefore, the normalized gradient value $D_G(p)$ is included in the proposed energy function as follows:

$$D_G(p) = \max \left( \frac{\max(\|\nabla I_A(p)\|, \|\nabla I_C(p)\|)}{\max\left(\frac{\sum_{q \in \Omega} 1}{N} \|\nabla I_A(q)\|, 1\right)}, 1 \right),$$

where $\Omega$ is a set of pixels in the overlapped region, $N$ is the number of pixels in $\Omega$, and $\|\nabla I(C)\|$ represents the magnitude of the gradient of the anchor(covered) image that can be calculated by the Sobel operator [15].

Lastly, the path obtained by using only aforementioned two elements of the energy function is not guaranteed to reach the predefined end point when the greedy method is utilized. Thus, we include a new element to the energy function, which is a distance factor $D_L(p)$ enforcing the connection of the path from the start point to the end point as follows:

$$D_L(p) = \|P_C(p) - P_M(p)\|_2,$$

where $P_S$, $P_E$, and $P_C$ in Fig. 3 denote the start point, the end point, and the current pixel point, respectively, and $P_M$ is the projection point of $P_C$ onto the line $P_S P_E$.

In addition, we utilize a weighting factor $\alpha$, $0 \leq \alpha \leq 1$,
to control the influence of $D_L(p)$ by

$$\alpha = 1 - 2 \cdot \min \left( \frac{P_S P_M, P_M P_E}{P_S P_E} \right),$$

where $\min \left( \frac{P_S P_M, P_M P_E}{P_S P_E} \right)$ represents the minimum of Euclidean distance from the current projection pixel $P_M$ to the end point $P_E$ and to the start point $P_S$. Thus if $P_C$ is located near the end point, the distance parameter has stronger effect than the other parameters. However, at the middle position of the overlapped region, it rarely affects the decision of the node energy. By including this distance term with weighting factor $\alpha$, the path is guided into the end point. As a result of this adjustment, the seam can be reached to the predefined end point $P_E$ even though the greedy method is used.

2.3 Search Strategy

In the greedy method, the path is locally determined based on the given grid-mask. Figure 4 shows new grid-masks adopted in our path searching algorithm. The use of these grid-masks enables the path to detour the image edges.

We define the grid-masks of four directions, $G_M$, $G_MU$, $G_MR$, and $G_ML$, respectively. In order to obtain the reliable path, the grid-mask is determined locally based on relative positions of the start point and the end point and the gradient orientation calculated by the Sobel operator [15]. For instance, in Fig. 3, grid-masks $G_MU$ and $G_MR$ are chosen according to the relative position of the start and end points since the end point is located in the upper and right of the start point. Then, for each location, if the horizontal edge strength [15] is stronger than that of the vertical edge, $G_MU$ is selected, otherwise $G_ML$ is used. By deciding the direction of the grid-mask according to the local gradient, we can find a more visually pleasant path in the overlapped region.

2.4 Seam Update

In this subsection, we describe an adaptive seam update method for video adaptation. Although we find the seam using the proposed energy function, video contents are not considered in the proposed algorithm yet. As a result, the stitched sequence made by the proposed path-finding algorithm can yield perceivable artifacts around the transition.

If path-finding is performed for each frame independently, each frame can have visually plausible stitching result but the sequence combined frame by frame contains notable visual artifacts such as waving artifacts or flickering effects as shown in Fig. 5 (a). Alternatively, if the static seam is used to avoid the waving artifact, the visual quality can be significantly degraded when a moving object passes through the seam as shown in Fig. 5 (b). In this case, the shape of the moving object is deformed for a short period such that annoying artifacts are perceived. Moreover, the perceivable visual quality of the stitched image is poor since the observer responds more strongly to the moving object than to the background.

In summary, to avoid the waving artifact, the static seam is better but to prevent penetration of the seam to the moving object, the seam needs to be updated. To solve these problems, we propose an adaptive partial seam update method.

The seam is initialized by the proposed technique. Then, when an object moves toward the seam, the seam near the moving object is updated as shown in Fig. 6. Here, to detect and track the moving object, the real-time code book algorithm is used [13]. When the object approaches the initial seam, only the part of seam near the moving object is updated to protect the detected object. Since the seam is only partially updated, the computational complexity can be significantly reduced and the waving artifact can be avoided.
3. Experimental Results

To assess the performance of our algorithm, we compare the proposed algorithm with conventional algorithms proposed by Zomet [4] and Gu [14]. All the algorithms merge two images of size $640 \times 480$ captured by two different fixed cameras placed at the top of the building. Although we utilize two cameras for simple experiment, the proposed algorithm can be straightforwardly generalized to stitch more than three images. Figure 7 shows original images and their stitched image.

Figure 8 compares results in the overlapped region using GIST1 [4], Gu’s algorithm [14], and the proposed algorithm, respectively. Figures 8 (a) and (b) illustrate the result of Gu’s algorithm and GIST1. Compared to the conventional algorithms that produce smooth paths, our proposed algorithm can also find the path along the edge and the result shows a good stitched image as shown in Fig. 8 (c). Although the greedy algorithm is used, our result usually detours the object contour and does not produce the visible seam.

When the car moves through the overlapped region, a part of the seam is updated near the car. Figure 9 illustrates the seam update process. Figure 9 (a) shows the predefined seam before the object approaches. When the object crosses the predefined seam, the seam is updated to avoid penetrating moving objects as shown in Figs. 9(b) and (c). Figure 9(d) shows the recovered seam after the object passes. If the contour of the object does not contact the seam anymore, the seam update process is finished.

Note that the proposed algorithm is tested when only one object passes through the seam. Thus, when multiple objects rapidly pass across the seam, each partial seam adjacent to moving objects is updated. In other words, the proposed seam update can be used to refine the initial seam locally for each object region.
the Gu’s algorithm and 2.6 times faster than GIST1 during path finding since the proposed Greedy based method significantly reduces the number of computed nodes for path finding compared to the conventional method.

4. Conclusions

In this paper, we presented a fast video stitching algorithm that uses an adaptive seam update based on a greedy path-finding algorithm. By comparing it with the conventional path searching approaches, the proposed algorithm is proven to be superior to conventional ones in terms of both the computational complexity and the visual quality of the stitching results. Therefore, the proposed image stitching algorithm can be adopted in surveillance systems or in real-time multi-camera stitching systems.
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