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SUMMARY This paper proposes Bayesian context clustering using cross validation for hidden Markov model (HMM) based speech recognition. The Bayesian approach is a statistical technique for estimating reliable predictive distributions by treating model parameters as random variables. The variational Bayesian method, which is widely used as an efficient approximation of the Bayesian approach, has been applied to HMM-based speech recognition, and it shows good performance. Moreover, the Bayesian approach can select an appropriate model structure while taking account of the amount of training data. Since prior distributions which represent prior information about model parameters affect estimation of the posterior distributions and selection of model structure (e.g., decision tree based context clustering), the determination of prior distributions is an important problem. However, it has not been thoroughly investigated in speech recognition, and the determination technique of prior distributions has not performed well. The proposed method can determine reliable prior distributions without any tuning parameters and select an appropriate model structure while taking account of the amount of training data. Continuous phoneme recognition experiments show that the proposed method achieved a higher performance than the conventional methods.

key words: Bayesian approach, speech recognition, HMM, context clustering, cross validation

1. Introduction

In hidden Markov model (HMM) based speech recognition systems [1], accurate acoustic modeling is necessary for reducing recognition error rate. The maximum likelihood (ML) criterion is one of the standard criteria for training acoustic models in speech recognition. The ML criterion guarantees to estimate the true values of the parameters as the amount of training data infinitely increases. However, the performance of current speech recognition systems is still far from satisfactory. In a real environment, there are many fluctuations originating from various factors such as the speaker, speaking style, and noise. A mismatch between the training and testing conditions often brings a drastic degradation in performance. However, since the ML criterion produces a point estimate of model parameters, the estimation accuracy may be degraded due to the over-fitting problem when the amount of training data is insufficient.

On the other hand, the Bayesian approach considers the posterior distribution of all variables [2]. That is, all the variables introduced when models are parameterized, such as model parameters and latent variables, are regarded as random variables, and their posterior distributions are obtained based on the Bayes theorem. The difference between the Bayesian and ML approaches is that the target of estimation is the distribution function in the Bayesian approach whereas it is the parameter value in the ML approach. Based on this posterior distribution estimation, the Bayesian approach can generally achieve more robust model construction and classification than the ML approach [3]–[5]. However, the Bayesian approach requires complicated integral and expectation computations to obtain posterior distributions when models have latent variables. Since the acoustic models used in speech recognition (e.g., HMMs) have the latent variables, it is difficult to apply the Bayesian approach to speech recognition directly with no approximation. Recently, the Variational Bayesian (VB) approach has been proposed in the field of learning theory to avoid complicated computations by employing the variational approximation technique [6]. With this VB approach, approximate posterior distributions are obtained effectively by iterative calculations similar to the Expectation-Maximization (EM) algorithm used in the ML approach. The VB approach has been applied to speech recognition and it shows good performance [7].

The VB approach has also been applied to the context clustering [7], [8]. It is well known that contextual factors affect speech. Therefore, context-dependent acoustic models (e.g., triphone HMMs) are widely used in HMM-based speech recognition [9], [10]. Although a large number of context-dependent acoustic models can capture variations in speech data, too many model parameters lead to the over-fitting problem. Consequently, maintaining a good balance between model complexity and the amount of training data is very important for obtaining high generalization performance. The decision tree based context clustering [11] is an efficient method for dealing with the problem of data sparseness, for both estimating robust model parameter of context-dependent acoustic models and obtaining predictive distributions of unseen contexts. This method constructs a model parameter tying structure which can assign a sufficient amount of training data to each HMM state. The tree
is grown step by step, choosing questions that divide the set of contexts using a greedy strategy to maximize an objective function.

The ML criterion is inappropriate as a model selection criterion because it increases monotonically as the number of states increases. Some heuristic thresholding is therefore necessary to stop splitting nodes in the context clustering. To solve this problem, the minimum description length (MDL) criterion has been employed to select the model structure [12]. However, the MDL criterion is based on an asymptotic assumption, therefore it is ineffective when the amount of training data is small. On the other hand, the Bayesian information criterion (BIC) [13] has been proposed as an approximated Bayesian criterion. However, since the BIC is practically the same as the MDL criterion, the BIC is also ineffective when the amount of training data is small. In contrast to the BIC, the model selection based on the VB method has been proposed [7], [8]. The VB method can select an appropriate model structure, even when there are insufficient amounts of data, because it does not use an asymptotic assumption. Therefore, the speech recognition framework which consistently applies the VB method is effective for estimating appropriate acoustic models and model structures.

The Bayesian approach has an advantage that it can utilize prior distributions which represent the prior information of model parameters. In the Bayesian approach, since prior distributions of model parameters affect the estimation of posterior distributions and model selection, the determination of prior distributions is an important problem for estimating appropriate acoustic models. As the determination technique of prior distributions, some techniques have been proposed in the field of machine learning, e.g., using uninformative (uniform) prior distributions, hierarchical Bayesian methods, and empirical Bayesian methods [14]. However, it has not been thoroughly investigated in speech recognition, and the determination technique of prior distributions has not performed well. This paper proposes a prior distribution determination technique using cross validation and applies it to the context clustering for the speech recognition framework based on Bayesian approach. The cross validation method is known as a straightforward and useful method for model structure optimization [15], [16]. The main idea behind cross validation is to split data for estimating the risk of each model. Part of data is used for training each model, and the remaining part is used for estimating the risk of the model. Then, the cross validation method selects the model with the smallest estimated risk. The cross validation method avoids the over-fitting problem because the training data is independent from the validation data. The context clustering based on the ML criterion using cross validation has been proposed, and it can select a more appropriate model structure than the conventional ML criterion [17]. The proposed method can be regarded as an extension of context clustering using cross validation to the Bayesian approach. Using prior distributions determined by the cross validation, it is expected that a higher generalization ability is achieved and an appropriate model structure can be selected in the context clustering without any tuning parameters. Comparing to [18], this paper describes the detailed derivation of the proposed method and shows further experimental results.

The rest of the present paper is organized as follows. Section 2 describes speech recognition based on the variational Bayesian method. Section 3 derives the prior distribution determination technique using cross validation and apply it to the context clustering. Results of the continuous phoneme recognition experiments are shown in Sect. 4. Concluding remarks and future plans are presented in the final section.

2. Speech Recognition Based on Variational Bayesian Method

2.1 Bayesian Approach

The output distribution is obtained based on a left-to-right HMM which has been widely used to represent an acoustic model for speech recognition. Let \( O = (o_1, o_2, \ldots, o_T) \) be a set of training data of \( D \) dimensional feature vectors, and \( T \) is used to denote the number of frames. The log output distribution is represented by

\[
\log P(O, Z | \Lambda) = \sum_{i=1}^{N} \sum_{t=1}^{T-1} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{t=1}^{T} (z_i^t \delta(z_i^t, i)) \log a_{ij} + \sum_{i=1}^{T} \sum_{i=1}^{N} \sum_{t=1}^{T} (z_i^t \log N(o_t | \mu_i, S_i^{-1}))
\]

(1)

where \( Z = (z_1, z_2, \ldots, z_T) \) is a sequence of latent variables which represent HMM states, \( z_t \in \{1, \ldots, N\} \) denotes a state at frame \( t \), and \( N \) is the number of states in an HMM.

\[
z_i^t = \delta(z_i^t, i) = \begin{cases} 1 & \text{if } z_t^t = i \\ 0 & \text{otherwise} \end{cases}
\]

(2)

A set of model parameters \( \Lambda = (\pi_i, a_{ij}, \mu_i, S_i)_{i,j=1}^{N} \) consists of the initial state probability \( \pi_i \) of state \( i \), the state transition probability \( a_{ij} \) from state \( i \) to state \( j \), the mean vector \( \mu_i \) and the covariance matrix \( S_i^{-1} \) of a Gaussian distribution \( N(\cdot | \mu_i, S_i^{-1}) \).

In HMM-based speech recognition, the ML criterion has typically been used to train HMMs. In the ML criterion, the optimal model parameters are estimated by maximizing the likelihood for given training data as follows.

\[
\Lambda_{\text{ML}} = \arg \max_{\Lambda} P(O | \Lambda) = \arg \max_{\Lambda} \sum_Z P(O, Z | \Lambda)
\]

(3)

\( ^{\dagger} \)Although a multi-mixture Gaussian is typically used as a state output probability distribution in recent HMM-based speech recognition systems, a single Gaussian is assumed as a state output probability distribution in this paper for simplification.
The model parameters can be estimated using an iterative procedure such as the EM algorithm [19] because it is difficult to obtain the model parameters $\Lambda_{\text{ML}}$ analytically. The ML criterion guarantees to estimate the true values of the model parameters as the amount of training data infinitely increases. However, the ML criterion produces a point estimate of model parameters. The use of point estimate will cause an over-fitting problem when the amount of training data is insufficient. A overfitted model will generally have poor predictive performance, because it captures minor fluctuations in the training data.

The Bayesian approach assumes that a set of model parameters $\Lambda$ is random variables, while the ML approach estimates constant model parameters. The posterior distribution for a set of model parameters $\Lambda$ is given by the famous Bayes theorem as follows.

$$P(\Lambda | O) = \frac{P(O | \Lambda)P(\Lambda)}{P(O)}$$

where $P(\Lambda)$ is a prior distribution for $\Lambda$, and $P(O)$ is an evidence.

Once the posterior distribution $P(\Lambda | O)$ is estimated, the predictive distribution for input data $X$ is represented by

$$P(X | O) = \int P(X | \Lambda)P(\Lambda | O)d\Lambda$$

The model parameters are integrated out in Eq. (5) so that the effect of over-fitting is mitigated, and robust classification is achieved. However, the Bayesian approach requires complicated integral and expectation calculations to obtain posterior distributions when models include latent variables. To overcome this problem, maximum a posterior (MAP) approach has been proposed [20]. In the MAP approach, the optimal model parameters are estimated by maximizing the posterior probability. The MAP criterion can utilize the prior distribution $P(\Lambda)$, and can be seen as an extension of the ML criterion. However, it also produces a point estimate of HMM parameters. Consequently, it still has the effect of the over-fitting due to a point estimate.

On the other hand, the variational Bayesian (VB) method has been proposed as a tractable approximation method of the Bayesian approach [6]. The VB method avoids complicated computations by employing the variational approximations or infinitesimal extension technique, and estimates approximate posterior distributions effectively by iterative calculations similar to the EM algorithm in the ML approach.

### 2.2 Variational Bayesian Method

In the variational Bayesian method, an approximate posterior distribution is estimated by maximizing a lower bound of log marginal likelihood $\mathcal{F}$ instead of the true likelihood. A lower bound of log marginal likelihood is defined by using Jensen’s inequality.

$$\log P(O) = \log \sum_{Z} P(O, Z | \Lambda)P(\Lambda)d\Lambda$$

$$= \log \sum_{Z} Q(Z, \Lambda) P(O, Z | \Lambda)P(\Lambda) d\Lambda$$

$$\geq \sum_{Z} Q(Z, \Lambda) \log \frac{P(O, Z | \Lambda)P(\Lambda)}{Q(Z, \Lambda)} d\Lambda$$

$$= \mathcal{F}$$

where $Q(Z, \Lambda)$ is an arbitrary distribution. The relation between the log marginal likelihood and the lower bound $\mathcal{F}$ is represented by using the Kullback-Leibler (KL) divergence [21] between $Q(Z, \Lambda)$ and true posterior distribution $P(Z, \Lambda | O)$.

$$\log P(O) - \mathcal{F} = \text{KL}[Q(Z, \Lambda) | P(Z, \Lambda | O)]$$

$$= \sum_{Z} Q(Z, \Lambda) \log \frac{Q(Z, \Lambda)}{P(Z, \Lambda | O)} d\Lambda$$

where $\text{KL}[Q(Z, \Lambda) | P(Z, \Lambda | O)]$ denote a KL divergence. As the difference between the true log marginal likelihood and the lower bound is reduced, $Q(Z, \Lambda)$ approximate the true posterior distribution $P(Z, \Lambda | O)$. Therefore, the optimal posterior distribution is estimated by the variational method, which results in minimizing the right hand side of Eq. (7).

To obtain approximate posterior distributions (VB posterior distributions) $Q(Z, \Lambda)$, it is assumed that random variables are conditionally independent each other.

$$Q(Z, \Lambda) = Q(Z)Q(\Lambda)$$

Under this assumption, the optimal VB posterior distributions which maximize the objective function $\mathcal{F}$ are given by the variational method as follows.

$$Q(\Lambda) = C_{\Lambda}P(\Lambda)\exp \left\{ \langle \log P(O, Z | \Lambda) \rangle_{Q(Z)} \right\}$$

$$Q(Z) = C_{Z} \exp \left\{ \langle \log P(O, Z | \Lambda) \rangle_{Q(\Lambda)} \right\}$$

where $\langle \cdot \rangle_{Q}$ denotes the expectation with respect to $Q$. $C_{\Lambda}$ and $C_{Z}$ are the normalization terms of $Q(\Lambda)$ and $Q(Z)$, respectively. Moreover, it is assumed that the model parameters $\pi = \{\pi_i\}_{i=1}^N$, $a_i = \{a_{ij}\}_{j=1}^N$, and $\mu_i, S_i$ are independent each other in the prior distribution $P(\Lambda)$. Therefore, the prior distribution $P(\Lambda)$ can be represented as follows.

$$P(\Lambda) = P(\pi) \prod_{i=1}^N P(a_i) \prod_{i=1}^N P(\mu_i, S_i)$$

By using this assumption, the posterior distribution $Q(\Lambda)$ and its normalization term $C_{\Lambda}$ can be written as follows.

$$Q(\Lambda) = Q(\pi) \prod_{i=1}^N Q(a_i) \prod_{i=1}^N Q(\mu_i, S_i)$$

$$C_{\Lambda} = C_{\pi} \prod_{i=1}^N C_{a_i} \prod_{i=1}^N C_{\mu_i, S_i}$$
From Eqs. (1), (2) and (9)–(13), the posterior distributions of model parameters are given as follows.

\[ Q(\pi) = C_z P(\pi) \exp \left\{ \sum_{i=1}^{N} \langle z_i^t \rangle \log \pi_i \right\} \]  
(14)

\[ Q(\alpha_i) = C_{a_i} P(\alpha_i) \times \exp \left\{ \sum_{i=1}^{N} \sum_{j=1}^{N} \langle z_i z_i^j \rangle \log a_{ij} \right\} \]  
(15)

\[ Q(\mu_i, S_i) = C_{\mu_i, S_i} P(\mu_i, S_i) \times \exp \left\{ \sum_{i=1}^{T} \langle \zeta_i^t \rangle \log N(\mu_i | \mu_i, S_i) \right\} \]  
(16)

where \( \pi = \{\pi_i\}_{i=1}^{N} \) is a set of initial state probabilities, \( \alpha_i = \{a_{ij}\}_{j=1}^{N} \) is a set of state transition probabilities from state \( i \), and \( \langle z_i^t \rangle \) and \( \langle z_i^{t+1} \rangle \) are the expectation value with respect to \( Q(Z) \) as follows.

\[ \langle z_i^t \rangle = \sum_{Z} Q(Z) z_i^t \]  
(17)

\[ \langle z_i^{t+1} \rangle = \sum_{Z} Q(Z) z_i^{t+1} \]  
(18)

The posterior distribution \( Q(Z) \) can be represented by using Eqs. (1), (2) and (10)–(16) as follows.

\[ Q(Z) = C_Z \prod_{i=1}^{N} \exp \left\{ \zeta_i^t (\log \pi_i)_{Q(\pi)} \right\} \times \prod_{i=1}^{T-1} \prod_{i=1}^{N} \prod_{j=1}^{N} \exp \left\{ \zeta_i^{t+1} \log a_{ij} \right\}_{Q(a_{ij})} \times \prod_{i=1}^{T} \prod_{i=1}^{N} \exp \left\{ \zeta_i^t \left( \log N(\mu_i | \mu_i, S_i^{-1}) \right)_{Q(\mu_i, S_i)} \right\} \]  
(19)

The posterior distribution \( Q(Z) \) is similar to the likelihood function of an HMM when the terms \( \exp \{ \langle log \pi_i \rangle_{Q(\pi)} \}, \exp \{ \langle log a_{ij} \rangle_{Q(a_{ij})} \} \), and \( \exp \{ \langle log N(x_i | \mu_i, S_i^{-1}) \rangle_{Q(\mu_i, S_i)} \} \) are respectively used as the initial state probability of state \( i \), the state transition probability from state \( i \) to state \( j \), and the output probability of state \( i \). Therefore, Eqs. (17) and (18) can be computed efficiently by the Forward-Backward algorithm.

2.3 Prior Distribution

In the Bayesian approach, a conjugate prior distribution is widely used as a prior distribution. Prior distributions are respectively represented as follows.

\[ P(\pi) = \mathcal{D}(\{\pi_i\}_{i=1}^{N} | \{\phi_i\}_{i=1}^{N}) \]  
(20)

\[ P(\alpha_i) = \mathcal{D}(\{a_{ij}\}_{j=1}^{N} | \{a_{ij}\}_{j=1}^{N}) \]  
(21)

\[ P(\mu_i, S_i) = \mathcal{N}(\mu_i | \nu_i, (\xi_i S_i)^{-1}) \mathcal{W}(S_i | \eta_i, B_i) \]  
(22)

where \( \mathcal{D}(\cdot) \) is a Dirichlet distribution, and \( \mathcal{N}(\cdot) \mathcal{W}(\cdot) \) is a Gauss-Wishart distribution. Moreover, \( \{\phi_i, \alpha_{ij}, \xi_i, \eta_i, \nu_i, B_i\}^{N}_{i,j=1} \) is a set of hyper-parameters. When these conjugate prior distributions are used, the posterior distributions are represented by the same set of parameters \( \{\phi_i, \alpha_{ij}, \xi_i, \eta_i, \nu_i, B_i\}^{N}_{i,j=1} \).

2.4 Update of Posterior Distribution

The posterior distribution of model parameters \( Q(\Lambda) \) can be updated by sufficient statistics of the training data as follows.

\[ \tilde{\phi}_i = \phi_i + \langle z_i^t \rangle \]  
(23)

\[ \tilde{\alpha}_{ij} = \alpha_{ij} + \bar{T}_{ij} \]  
(24)

\[ \tilde{\xi}_i = \xi_i + \bar{T}_i \]  
(25)

\[ \tilde{\eta}_i = \eta_i + \bar{T}_i \]  
(26)

\[ \bar{v}_i = \frac{\bar{T}_i \bar{o}_i + \xi_i v_i}{\bar{T}_i + \xi_i} \]  
(27)

\[ \bar{B}_i = \bar{T}_i \bar{C}_i + \bar{B}_i + \frac{\bar{T}_i \xi_i}{\bar{T}_i + \xi_i} (\bar{o}_i - v_i)(\bar{o}_i - v_i)^\top \]  
(28)

where the sufficient statistics \( \bar{T}_i, \bar{T}_{ij}, \bar{o}_i \) and \( \bar{C}_i \) are represented as follows.

\[ \bar{T}_i = \sum_{t=1}^{T} \langle z_i^t \rangle \]  
(29)

\[ \bar{T}_{ij} = \sum_{t=1}^{T-1} \langle z_i^t z_i^{t+1} \rangle \]  
(30)

\[ \bar{o}_i = \frac{1}{\bar{T}_i} \sum_{t=1}^{T} \langle z_i^t \rangle o_i \]  
(31)

\[ \bar{C}_i = \frac{1}{\bar{T}_i} \sum_{t=1}^{T} \langle z_i^t \rangle (o_i - \bar{o}_i)(o_i - \bar{o}_i)^\top \]  
(32)

These optimizations can be performed effectively by iterative calculations as the EM algorithm, which increases the value of objective function \( \mathcal{F} \) at each iteration until convergence.

2.5 Speech Recognition Based on Bayesian Approach

In the speech recognition based on the Bayesian approach, the test data \( X = (x_1, x_2, \ldots, x_T) \) are recognized by using the predictive distribution as follows.

\[ \hat{H} = \arg \max_H P(H | X, O) \]  
(33)

\[ = \arg \max_H P(X | O, H) P(H) \]

where \( H \) is a hypothesis of a phoneme sequence. The acoustic likelihood \( P(X | O, H) \) can be approximated by the variational Bayesian method as model training described in Sect. 2.2.
\[
\log P(X \mid O, H) = \log \sum_{\hat{Z}} P(X, \hat{Z} \mid \Lambda, H)P(\Lambda \mid O)d\Lambda \\
\geq \sum_{\hat{Z}} \int \hat{Q}(\hat{Z}, \Lambda) \log \frac{P(X, \hat{Z} \mid \Lambda, H)P(\Lambda \mid O)}{\hat{Q}(\hat{Z}, \Lambda)} d\Lambda \\
= \hat{f}(X \mid O, H)
\]

where \(\hat{Z} = (\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_T)\) is a sequence of HMM states for the test data \(X\), and \(\hat{Q}(\hat{Z}, \Lambda)\) is the VB posterior distribution which approximates the true posterior distribution \(P(\hat{Z}, \Lambda \mid X)\). In the recognition process, the VB posterior distribution of model parameters \(Q(\Lambda)\) estimated in the training part is used instead of \(P(\Lambda \mid O)\), and the same assumption as Eq. (8) is used. Moreover, it is assumed that the amount of test data is much smaller than the one of training data in this paper. Then, the VB posterior distribution \(\hat{Q}(\Lambda)\) is approximated by \(Q(\Lambda)\). Therefore, the lower bound \(\hat{f}(X \mid O, H)\) is calculated by using \(Q(\Lambda)\).

\[
\hat{f}(X \mid O, H) = \log \sum_{Z} \left\{ \prod_{i=1}^{N} \exp \left\{ \log N(x_{i} \mid \mu_{i}, S_{i}^{-1})_{Q(\mu, S)} \right\} \right\}
\]

Then, \(\hat{f}(X \mid O, H)\) is similar to the likelihood function of an HMM as Eq. (19). Although the accurate \(\hat{f}(X \mid O, H)\) is computed by considering all possible sequences of HMM states \(Z\) as the training part, the Viterbi algorithm is applied in decoding as the ML approach.

3. Bayesian Context Clustering Using Cross Validation

3.1 Bayesian Context Clustering

The decision tree based context clustering is a top-down clustering method to optimize the state tying structure for robust model parameter estimation [11]. A leaf node of the decision tree corresponds to a set of HMM states to be tied. The decision tree growing process begins with a root node that may have all HMM states, or all states associated with a particular phone, etc. Then, a question which divides the set of states into two subsets assigned respectively to two child nodes, “Yes” node and “No” node as illustrated in Fig. 1, is chosen so that the corresponding new HMM has the largest value of an objective function for training data. The decision tree is grown in a greedy fashion, successively splitting nodes by selecting the pair of a question and node that maximizes the gain of the objective function at each step.

In the Bayesian approach, an optimal model structure can be selected by maximizing the objective function \(\mathcal{F}\). When a node is split into two nodes by the question \(q\), the gain \(\Delta \mathcal{F}_q\) is defined as the difference of \(\mathcal{F}\) before and after splitting.

\[
\Delta \mathcal{F}_q = \mathcal{F}_q^\text{Yes} + \mathcal{F}_q^\text{No} - \mathcal{F}_q^\text{split}
\]

By splitting nodes until \(\Delta \mathcal{F}_q \leq 0\), the decision tree that maximizes the objective function \(\mathcal{F}\) is obtained.

In the decision tree based context clustering, it is typically assumed that the state occupancies are not changed by the split nodes. Then, the objective function \(\mathcal{F}\) can be computed as follows.

\[
\mathcal{F} = -\log C_\Lambda - \langle \log Q(Z) \rangle_{Q(Z)} \\
= -\sum_{i=1}^{N} \log C_{\mu, S} + \text{Const}
\]

From Eq. (38), the gain of the objective function \(\Delta \mathcal{F}_q\) can be computed by the normalization term of the posterior distribution \(C_{\mu, S}\). The normalization term \(C_{\mu, S}\) is defined as follows.

\[
\log C_{\mu, S} = \log \frac{C_N C_W}{C_N C_W} (2\pi)^{D/2} \frac{\delta_1}{\gamma_{1}^{1/2}}
\]

where \(C_N\) and \(C_W\) denote the normalization terms of prior Gauss-Wishart distribution.

\[
C_N = (2\pi)^{-D/2} \frac{\eta_{1}^{D/2}}{\gamma_{1}^{1/2}}
\]

\[
C_W = \frac{|B|^{1/2}}{2^{2\eta_{1}} (\eta_{1} - D + 1)} \prod_{j=1}^{D} \Gamma \left( \frac{\eta_{1} + 1 - j}{2} \right)
\]

where \(\Gamma(\cdot)\) is the Gamma function. The normalization terms of posterior Gauss-Wishart distribution are also denoted by \(C_N\) and \(C_W\), and they are represented by using posterior hyper-parameters \(\xi_{1}, \eta_{1}, \text{ and } B\) instead of prior hyper-parameters \(\xi_{1}, \eta_{1}, \text{ and } B\) in Eqs. (40) and (41), respectively.
The posterior hyper-parameters $\tilde{\xi}_i$, $\tilde{\eta}_i$, and $\tilde{B}_i$ can be calculated by using equations described in Sect. 2.4. From Eqs. (38)–(41), $\mathcal{F}$ can be computed by using the prior and posterior hyper-parameters. Since it is assumed that the state occupancies are not changed in the context clustering and the posterior hyper-parameters can be represented by using sufficient statistics and the prior hyper-parameters, the prior hyper-parameters are important parameters for the Bayesian context clustering.

If we have prior data $\breve{O}$ which is obtained from similar conditions (e.g., speaker, domain, recording condition) as the training data, the prior distribution can be constructed as $P(\Lambda) = P(\Lambda | \breve{O})$. When the prior data is given, the prior distribution is obtained by using the same approximation techniques as the variational Bayesian method described in Sect. 2.2.

$$P(\Lambda | \breve{O}) \approx \tilde{Q}(\Lambda)$$
$$= \tilde{C}_\Lambda \tilde{P}(\Lambda) \exp \left\{ \left( \log P(\breve{O}, \tilde{Z} | \Lambda) \right)_{\tilde{O}(\tilde{Z})} \right\}$$ (42)

where $\tilde{Z}$ is a sequence of latent variables, and $\tilde{Q}(\tilde{Z})$ is an approximate distribution of $P(\tilde{Z} | \breve{O}, \Lambda)$. Although Eq. (42) still includes prior of prior distribution $\tilde{P}(\Lambda)$, we assumed that the prior of prior distribution $\tilde{P}(\Lambda)$ is a uniform distribution before the prior data is given. Then, prior distribution $P(\Lambda | \breve{O})$ can be obtained as follows.

$$P(\Lambda | \breve{O}) \approx \tilde{C}_\Lambda \exp \left\{ \left( \log P(\breve{O}, \tilde{Z} | \Lambda) \right)_{\tilde{O}(\tilde{Z})} \right\}$$
$$= \mathcal{D}(\pi_i)_{i=1}^N | \{ T_{0i} + 1 \}_{i=1}^N$$
$$\times \prod_{i=1}^N \mathcal{D}(a_{ij})_{j=1}^N | \{ T_{ij} + 1 \}_{j=1}^N$$
$$\times \prod_{i=1}^N \mathcal{N}(\mu_i | \tilde{\mu}_i, (\tilde{T}_i S_i)^{-1})$$
$$\times \mathcal{W}(S_i | \tilde{T}_i + D, (\tilde{T}_i C_i))$$

The distribution $\breve{Q}(\tilde{Z})$ can be estimated via the EM algorithm using prior data $\breve{O}$. Statistics $T_{0i}$, $T_{ij}$, and $\tilde{T}_i$ denote the occupancy probabilities of initial state $i$, state transition from $i$ to $j$, and state $i$ with respect to the prior data, respectively. Moreover, $\tilde{\mu}_i$ and $\tilde{C}_i$ denote the mean vector and the covariance matrix of prior data in the $i$-th state, respectively. Thus, the prior distribution can be determined by sufficient statistics of the prior data. However, prior distributions are heuristically determined in many cases, because the prior data is not usually given in HMM-based speech recognition. Hyper-parameters affect the model selection as tuning parameters, therefore a determination technique of prior distributions is required to automatically select an appropriate model structure. One possible approach is to optimize the hyper-parameters so as to maximize the marginal likelihood of training data, as like the empirical Bayesian method [14]. However, it still needs tuning parameters which control influences of prior distributions, and often leads to the over-fitting problem as the ML criterion. In this paper, we propose the prior distribution determination technique using cross validation and apply it to the context clustering.

### 3.2 Bayesian Approach Using Cross Validation

The cross validation method is a popular strategy for model selection [15], [16]. The main idea behind cross validation is to split data for estimating the risk of each model. Part of data is used for training each model, and the remaining part is used for estimating the risk of the model. Then, the cross validation method selects the model with the smallest estimated risk. The basic form of cross validation is $K$-fold cross validation. In the $K$-fold cross validation method, the training data is randomly divided into $K$ different groups. Then, a model is trained using $K - 1$ groups of data, and the objective function is computed for the group excluded in the training. This process is repeated for $K$ times with different combinations of $K - 1$ groups. The value of objective function is accumulated and the accumulated value is used for evaluation of model structure.

In the Bayesian approach using $K$-fold cross validation, the training data $\breve{O}$ is divided at random into $K$ subsets of training data $\{O^{(1)}, O^{(2)}, \ldots, O^{(K)}\}$. For the $k$-th evaluation, $O^{(k)} = \{O^{(j)} | j \neq k\}$ and $O^{(k)}$ are respectively used for the determination of prior distributions and the estimation of posterior distributions, i.e., $O^{(k)}$ and $O^{(k)}$ are used as prior data and training data. The Bayesian approach using cross validation considers the log marginal likelihood $\log P(O^{(k)} | O^{(k)})$ using Jensen’s inequality, the lower bound of log marginal likelihood $\mathcal{F}^{(k)}$ is defined as Eq. (6).

$$\log P(O^{(k)} | O^{(k)}) \geq \mathcal{F}^{(k)}$$

The optimal VB posterior distributions of model parameters are given by maximizing $\mathcal{F}^{(k)}$ with the variational method as Eq. (9).

$$Q(\Lambda^{(k)}) = C_{\Lambda^{(k)}} P(\Lambda^{(k)} | O^{(k)})$$
$$\times \exp \left\{ \left( \log P(O^{(k)}, Z^{(k)} | \Lambda^{(k)}) \right)_{Q(Z^{(k)})} \right\}$$ (45)

where $C_{\Lambda^{(k)}}$ is a normalization term of $Q(\Lambda^{(k)})$ and $P(\Lambda^{(k)} | O^{(k)})$ is a prior distribution of the $k$-th cross validation which represents prior data $O^{(k)}$. Figure 2 is an overview of the Bayesian approach using cross validation.

The cross validation method can select robust model structures because the objective value is calculated by evaluating open data. The Bayesian approach obtains robust predictive distributions and selects robust model structures while taking account of the amount of training data because posterior distributions of model parameters are used. Consequently, the Bayesian approach using cross validation can select model structures while taking account of the uncertainty of the data variables and model parameters, and the robustness can be improved from the standard Bayesian approach.
3.3 Bayesian Context Clustering Using Cross Validation

The objective function $\mathcal{F}^{(CV)}$ is used in the Bayesian context clustering using cross validation. It is obtained by summing $\mathcal{F}^{(k)}$ for each fold.

$$\mathcal{F}^{(CV)} = \sum_{k=1}^{K} \mathcal{F}^{(k)}$$  \hspace{1cm} (46)

In the proposed method, an optimal model structure can be selected by maximizing the objective function $\mathcal{F}^{(CV)}$. The question $\tilde{q}$ for splitting a node is chosen from the question set as Eq. (37).

$$\tilde{q} = \arg \max_q \Delta \mathcal{F}^{(CV)}_q$$  \hspace{1cm} (47)

where $\Delta \mathcal{F}^{(CV)}_q$ is the gain in the value of the objective function $\mathcal{F}^{(CV)}$ when a node is split by the question $q$. The gain $\Delta \mathcal{F}^{(CV)}_q$ is obtained by

$$\Delta \mathcal{F}^{(CV)}_q = \mathcal{F}^{(CV)}_{q'} + \mathcal{F}^{(CV)}_p - \mathcal{F}^{(CV)}_q$$  \hspace{1cm} (48)

By splitting nodes until $\Delta \mathcal{F}^{(CV)}_{\tilde{q}} \leq 0$, the decision tree that maximizes the objective function $\mathcal{F}^{(CV)}$ is obtained.

The prior distribution of the $k$-th cross validation $P(\mu^{(k)}, S^{(k)} | O^{(k)})$ is obtained from Eq. (43).

$$P(\mu^{(k)}, S^{(k)} | O^{(k)}) = N(\mu^{(k)} | \tilde{\mu}^{(k)}, (\tilde{T}^{(k)} S^{(k)})^{-1}) \times W(S^{(k)} | \tilde{T}^{(k)} + D, (\tilde{C}^{(k)})^{-1})$$  \hspace{1cm} (49)

where $\tilde{T}^{(k)}$, $\tilde{\mu}^{(k)}$, and $\tilde{C}^{(k)}$ respectively denote the occupancy probability, the mean vector and the covariance matrix of a subset of training data $O^{(k)}$. These parameters are efficiently computed in context clustering because it is assumed that the state occupancies are not changed by splitting nodes. Moreover, the posterior distributions $Q(\mu^{(k)}, S^{(k)})$ can be estimated by Eqs. (23)–(28). Here, since the assumption the state occupancies are not changed by splitting nodes are used, the posterior distributions of all folds are represented by the same parameters. Therefore, although the Bayesian approach using cross validation increases the computational cost, the prior and posterior distributions are efficiently calculated in context clustering.

4. Experiments

To evaluate the effectiveness of the proposed method, speaker independent continuous phoneme recognition experiments were performed.

4.1 Experimental Conditions

The 20,000 and 1,000 Japanese sentences uttered by male speakers from Japanese Newspaper Article Sentences (JNAS) [22] were used for model training. The 100 Japanese sentences uttered by male speakers, which were not included in the training data, from JNAS were used for evaluation. The average lengths of the training 20,000 utterances, training 1,000 utterances and test 100 utterances were 6.16 seconds, 6.42 seconds, and 5.83 seconds, respectively. Speech signals were sampled at a rate of 16 kHz and widowed at a 10 ms frame rate using a 25 ms Hamming window. The feature vectors consisted of the 0th through 13th mel-frequency cepstral coefficients (MFCCs), their delta and delta-delta coefficients. A three-state, left-to-right and no skip structure HMMs were used as triphone HMMs, and 204 questions were prepared in decision tree context clustering. In these experiments, we used a phoneme network imposing the constraints of Japanese phoneme transitions. However, phoneme N-gram probabilities and the language model weight were not used. The insertion penalty was adjusted for each experiment so that the number of insertion and deletion errors become almost equal. The experimental conditions are summarized in Table 1.

In recent HMM-based speech recognition systems, a multi-mixture Gaussian is typically used as a state output probability distribution. Although the VB method has been applied to multi-mixture HMMs [8], to evaluate the effect of only the proposed context clustering algorithm, each state output probability distribution was assumed to be modeled...
Table 1  Experimental conditions.

<table>
<thead>
<tr>
<th>Training data</th>
<th>JNAS 20,000 utterances</th>
<th>JNAS 1,000 utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test data</td>
<td>JNAS 100 utterances</td>
<td></td>
</tr>
<tr>
<td>Sampling rate</td>
<td>16 kHz</td>
<td></td>
</tr>
<tr>
<td>Feature vector</td>
<td>13-order MFCC + ΔMFCC + ΔΔMFCC</td>
<td></td>
</tr>
<tr>
<td>Window</td>
<td>Hamming</td>
<td></td>
</tr>
<tr>
<td>Frame size</td>
<td>25 ms</td>
<td></td>
</tr>
<tr>
<td>Frame shift</td>
<td>10 ms</td>
<td></td>
</tr>
<tr>
<td>Number of HMM states</td>
<td>3 (left-to-right)</td>
<td></td>
</tr>
<tr>
<td>Number of phoneme categories</td>
<td>43</td>
<td></td>
</tr>
</tbody>
</table>

Table 2  K-fold cross validation (20,000 utterances).

<table>
<thead>
<tr>
<th>K</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>States</td>
<td>14,072</td>
<td>14,360</td>
<td>14,474</td>
<td>14,575</td>
<td>14,610</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>80.4</td>
<td>80.3</td>
<td>80.3</td>
<td>80.3</td>
<td>80.4</td>
</tr>
</tbody>
</table>

Table 3  K-fold cross validation (1,000 utterances).

<table>
<thead>
<tr>
<th>K</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>States</td>
<td>3,919</td>
<td>4,065</td>
<td>4,101</td>
<td>4,141</td>
<td>4,156</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>78.7</td>
<td>78.7</td>
<td>79.4</td>
<td>78.9</td>
<td>79.0</td>
</tr>
</tbody>
</table>

by a single Gaussian distribution with a diagonal covariance matrix in these experiments. Then, since the likelihood of each dimension is computed independently, the Gaussian-Wishart distribution is equal to the Gauss-Gamma distribution.

4.2 Number of Folds in Cross Validation

In these experiments, the several number of folds in Bayesian context clustering using cross validation were compared. Tables 2 and 3 show the number of states and phoneme accuracies with the acoustic models trained by 20,000 and 1,000 utterances, respectively, when the number of folds for cross validation were varied. As the number of folds increased, the computational cost was also proportionally increased and the resultant model structure became stable. Results show that the phoneme accuracy did not improve much with acoustic models trained by 20,000 utterances when the number of K was changed. However, in 1,000 utterances training condition, the phoneme accuracies were not stable. So, the large number of folds are required when the training data is small.

4.3 Comparison of Conventional Approaches

In these experiments, the following three approaches were compared.

- **ML-MDL**: Acoustic models were trained by the ML criterion and model structures were selected by cross validation with the ML criterion.
- **Bayes-CVBayes**: Acoustic models were trained by the Bayesian criterion and model structures were selected by cross validation with the Bayesian criterion.

Figures 3 and 4 show the phoneme accuracies of acoustic models trained by 20,000 and 1,000 utterances, respectively. For **ML-CVML** and **Bayes-CVBayes**, 200-fold cross validation was used. To evaluate the performance of model selection, the phoneme accuracies with varying the size of decision trees are also shown. The decision trees were generated by changing a threshold of the stopping criterion $\Delta F \leq \text{threshold}$ in the context clustering. In these figures, the lines represent the phoneme accuracies for each model structure and the points represent the phoneme accuracies of the model structure selected automatically by each method. These figures show that the proposed method **Bayes-CVBayes** selected the largest model structure, and the conventional method **ML-MDL** selected the smallest model structure in both training conditions. The model structure selected by **Bayes-CVBayes** was closer to that performed the highest accuracy than **ML-MDL**. Consequently, the proposed method **Bayes-CVBayes** outper-
forms the conventional method, ML-MDL and ML-CVML. In Fig. 3, Bayes-CVBayes achieved a 8.08% relative error reductions over ML-MDL.

It can be considered that the improvement of the proposed method caused by two factors, marginalization of model parameters and model selection. To discuss the impact of these two factors, an additional experiment was performed by swapping the model structures of ML-MDL and Bayes-CVBayes. The following two approaches were compared to ML-MDL and Bayes-CVBayes.

- **Bayes-MDL**: Acoustic models were trained by the Bayesian criterion and model structures selected by ML-MDL were used.
- **ML-CVBayes**: Acoustic models were trained by ML criterion and model structures selected by Bayes-CVBayes were used.

Figures 5 and 6 show the phoneme accuracies of acoustic models trained by 20,000 and 1,000 utterances, respectively. Although the difference between Bayes-MDL and ML-MDL was the marginalization by the Bayesian approach, the phoneme accuracies of Bayes-MDL were improved from ML-MDL on both training conditions. Furthermore, the phoneme accuracies of ML-CVBayes were also improved when compared with ML-MDL on both training conditions, due to the model selection based on the Bayesian criterion with cross validations. Therefore, these results clearly showed that the Bayesian approach was effective for both the model training and the model selection. However, Bayes-MDL and ML-CVBayes were worse than Bayes-CVBayes. This means that training criterion and model selection were strongly related, and these should be consistently performed based on the Bayesian criterion.

### 4.4 Marginal Likelihood of the Training and Test Data

Figures 7 and 8 show the relation among the lower bound $F^{(CV)}$ for the training data, $F$ for the test data with the correct phoneme sequences, and the phoneme accuracies. In these figures, a similar tendency between $F^{(CV)}$ and $F$ was observed, and the model structure which gave the highest $F^{(CV)}$ also achieved the highest $F$. However, the phoneme accuracy was not proportional to $F$, and the proposed method could not select the model structure which achieved the highest phoneme accuracy. This means that although the proposed method could select the model struc-
ture which can accurately predict acoustic features for each HMM state, it is not identical to the performance in the classification problem. This is because the likelihood of incorrect phoneme sequences including insertion and deletion errors were not considered in the proposed method. This result suggests that a Bayesian criterion which can represent the classification performance directly is required.

5. Conclusion

This paper proposed the Bayesian context clustering using cross validation for speech recognition based on the variational Bayesian framework. In the proposed method, the prior distributions are determined by using cross validation, and the determined prior distribution is applied to the context clustering. The results on continuous phoneme recognition experiments demonstrated that the proposed method outperformed the context clustering based on the MDL criterion and cross validation with ML estimates. The proposed method could determine prior distributions without any tuning parameters, and select the model structure which can accurately predict acoustic features for each HMM state. As future work, we will apply a Bayesian criterion using cross validation for selecting the number of mixtures, and apply a Bayesian criterion which represents the classification performance directly to the context clustering.
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