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SUMMARY Network on Chip (NoC) is proposed as a new intra-chip communication infrastructure. In current NoC design, one related problem is mapping IP cores onto NoC architectures. In this paper, we propose a performance-aware hybrid algorithm (PHA) for mesh-based NoC to optimize performance indexes such as latency, energy consumption and maximal link bandwidth. The PHA is a hybrid algorithm, which integrates the advantages of Greedy Algorithm, Genetic Algorithm and Simulated Annealing Algorithm. In the PHA, there are three features. First, it generates a fine initial population efficiently in a greedy swap way. Second, effective global parallel search is implemented by genetic operations such as crossover and mutation, which are implemented with adaptive probabilities according to the diversity of population. Third, probabilistic acceptance of a worse solution using simulated annealing method greatly improves the performance of local search. Compared with several previous mapping algorithms such as MOGA and TGA, simulation results show that our algorithm enhances the performance by 30.7%, 23.1% and 25.2% in energy consumption, latency and maximal link bandwidth respectively. Moreover, simulation results demonstrate that our PHA approach has the highest convergence speed among the three algorithms. These results show that our proposed mapping algorithm is more effective and efficient.
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1. Introduction

With the development of the semiconductor technology, large quantities of transistors are available on a single chip, which allows designers to integrate numerous processors together with large amounts of embedded memory [1], [2]. In order to mitigate the complex communication issues which occur as the number of on-chip components increases, Network on Chip (NoC) architecture has been recently proposed as a promising communication paradigm to replace global interconnects [3]–[6]. NoC addresses the on-chip communication problem with a networking approach and provides notable improvements in terms of area, performance, scalability, reliability and flexibility over the traditional bus-based structures [7]–[9].

Regular topology, especially the mesh topology, becomes a kind of popular architecture for NoC design, which is very simple from a layout perspective [10]. Moreover, the local interconnections between resources and switches are independent of the size of the network in mesh topology [11]. So we focus on mesh topology architecture and assume all PEs have the same size in this paper. The design flow for NoC architecture involves the following three steps [11]. First, analyze the traffic characteristics of an application to obtain a task graph and then convert it into a set of concurrent communicating tasks. Second, according to the property of tasks and the IPs available, select different IPs, assign the tasks and schedule the tasks. Third, map IPs onto the tile-based mesh architecture in such a way as to optimize the metrics of interest. The first two steps have been well addressed in the area of hardware/software co-design and IP-reuse. The last step, mapping, is new to the CAD community and has a strong impact on latency, energy consumption, maximal link bandwidth etc [12], [13]. The mapping problem for NoC is to decide how to topologically place the chosen IP cores onto the tiles of the NoC so as to minimize some given cost function. Generally speaking, this problem allows p! possible solutions if the number of tiles is p. Thus, the solution space of exhaustive search (ES) is clearly unfeasible in the affordable execution time as the size of NoC increases. Moreover, the mapping problem is proved to be a NP-hard one [14]. So it becomes necessary to develop an efficient and effective heuristic mapping algorithm to get an optimal approximation of the desired performance indexes.

In this paper, we discuss the mapping problem. We focus on latency, energy consumption and maximal link bandwidth and propose a performance-aware hybrid algorithm (PHA) for mapping problem so as to search an optimal approximation of the focused performance indexes in a cost-efficient approach. In the PHA, a chromosome represents one topological mapping solution and a gene, which encodes the identifier of the IP core, represents one tile in the NoC architecture. Figure 1 shows an example of mapping IP cores onto a 3 x 3 mesh-based NoC architecture. The number of IP cores is 9, which equals to the number of the NoC tiles. Each mapping solution corresponds to one permutation from 1 to 9. And the length of chromosome is also 9. Each gene in the chromosome can only take one real value between 1 and 9, and meanwhile, all genes can not be repeated. So a chromosome, which makes up of these genes, also corresponds to one permutation from 1 to 9. Therefore, a chromosome represents one mapping solution. The PHA
1. First, greedy swap generates fine initial population efficiently.
2. Second, genetic operations such as crossover and mutation, which are operated with adaptive probabilities according to the diversity of population, make PHA an effective algorithm of strong global parallel search ability.
3. Third, probabilistic acceptance of a worse solution using simulated annealing approach greatly improves the performance of local search.

This algorithm has been implemented and evaluated on three randomly generated benchmarks of a varied number of IP cores [15] and a well known application, namely Video Object Plane Decoder (VOPD) with 16 IP cores [11], [16]. And then, we compare the simulation results among PHA and some previous mapping algorithms such as MOGA [15] and TGA [17]. The MOGA based approach, which is carried out with crossover probability 0.98 and mutation probability 0.01, has been implemented for solving core-tile mapping problem. Tang Lei and Shashi Kumar [17] develop a NoC architecture specific communication delay model to estimate the execution time and present Two-step Genetic Algorithm (TGA) to solve mapping problem in view of minimizing latency requirement. It is well-known that latency, energy consumption and maximal link bandwidth are very important performance indexes in NoC design. However, the aforementioned mapping algorithms only take into account one or two of these performance indexes. Therefore, these algorithms may lead to a solution that is not globally optimized, for example, low latency but high energy consumption or vice versa. In this paper, our proposed algorithm, namely PHA, takes into consideration all these performance indexes. Moreover, the aforementioned heuristic mapping algorithms do not consider the efficiency of the algorithms. In this paper, we take convergence speed as a performance parameter for mapping algorithm. Performance indexes such as latency, energy consumption and maximal link bandwidth reveal the effect of the mapping algorithms, and convergence speed reveals the efficiency of the mapping algorithms. For heuristic algorithms, the efficiency of the algorithms is a key consideration.

3. Problem Formulation

In order to formulate the mapping problem mathematically, we need the following two definitions.

The communication of the IP cores of the application
is represented by the Application Characterization Graph, which is defined in definition 1.

The connective property of the NoC topology architecture is represented by the NoC Topology Architecture Graph, which is defined in definition 2.

**Definition 1 (ACG):** The Application Characterization Graph is a directed graph, ACG = G(C, W), where C = \{c_1, c_2, ..., c_n\} represents the set of IP cores, corresponding to the set of vertices of ACG, and the directed edges which represent the communication dependence between cores are associated with two variables, namely W and Bw. Weight \( W = \{w_{ij} : \forall (c_i, c_j) \in C\} \) denotes the communication amount in bits, from \( c_i \) to \( c_j \) and \( Bw = \{bw_{ij} : \forall (c_i, c_j) \in C\} \) denotes the link bandwidth that satisfies the required communication transmitted from \( c_i \) to \( c_j \). \( N \) denotes the number of IP cores.

**Definition 2 (TAG):** The NoC Topology Architecture Graph is a directed graph, TAG = G(T, L), where T = \{t_1, t_2, ..., t_m\} represents the set of tiles of NoC, corresponding to the set of vertices of TAG, and \( L = \{l_{ij} : \forall (t_i, t_j) \in T\} \) denotes the direct connective link from \( t_i \) to \( t_j \), corresponding to the set of edges. \( M \) represents the number of NoC tiles.

**Problem formulation:**

Using the aforementioned definitions, we can formulate the mapping problem mathematically as follow:

**Given** an ACG and a TAG that satisfy

\[ N \leq M, \] (1)

**Find** a mapping function from ACG to TAG and satisfy

\[ \forall c_i \in C, map(c_i) = t_j \in T, \] (2)

\[ \forall c_i \neq c_j, map(c_i) \neq map(c_j), \] (3)

Such that the objective functions, which comprises energy consumption, latency and maximal link bandwidth, are optimized.

4. NoC Performance Models

In this section, we develop NoC performance models including energy model, latency model and maximal link bandwidth model. According to these models, we can evaluate the performance of the mapping algorithms.

4.1 Energy Model

Energy consumption of an application primarily comes from routers and communication links. The dynamic energy consumed by one bit of data transmitting from core \( c_m \) to core \( c_n \) can be calculated as follow [15], [19]:

\[ E_{Bit} = \alpha \times E_{Rbit} + (\alpha - 1) \times E_{Lbit}, \] (4)

where \( E_{Rbit} \) and \( E_{Lbit} \) represent the energy consumed by router and the links between tiles when transmitting one bit of data, and \( \alpha \) represents the number of routers that the bit of data passes through. \( E_{Rbit} \) and \( E_{Lbit} \) are 5.445 PJ and 0.43 PJ in [15].

Then, the total amount of NoC energy consumption \( E_{NoC} \) for all inter-core communications is calculated as [19]:

\[ E_{NoC} = \sum_{m=1}^{N} \sum_{n=1}^{N} w_{mn} \times E_{Bit} \cdot \forall (c_m, c_n) \in C, \] (5)

where \( w_{mn} \) represents the communication amount transmitted from core \( c_m \) to core \( c_n \) and \( N \) denotes the number of IP cores.

4.2 Latency Model

In this paper, we use the latency model proposed in [17], which assumes that data always transmits with minimum-path routing in the network. When the data transmits from tile \((x_i, y_i)\) to tile \((x_j, y_j)\), the distance is evaluated as:

\[ D = |x_i - x_j| + |y_i - y_j|. \] (6)

The transmission delay from tile \((x_i, y_i)\) to tile \((x_j, y_j)\) can be evaluated as:

\[ T_{ij} = k \times w_{ij} \times D, \] (7)

where \( k \) is a constant decided by the properties of links and switches and \( w_{ij} \) represents the data-width in NoC.

4.3 Maximal Link Bandwidth Model

For single minimum-path routing, like XY routing, the bandwidth of every link can be computed as long as the core-tile mapping is determined. Let \( t_i \) and \( t_j \) represent the tiles to which core \( c_m \) and core \( c_n \) are, respectively, mapped. Therefore, \( t_i = map(c_m) \) and \( t_j = map(c_n) \). Let \( BW_{mn} \) represent the link bandwidth from tile \( t_i \) to tile \( t_j \), namely the bandwidth of \( l_{ab} \), which is occupied by the communication weight transmitting from cores \( c_m \) to \( c_n \). \( BW_{mn} \) is computed as follow:

\[ BW_{mn} = \begin{cases} 
  bw_{mn}, & l_{ab} \in Path(map(c_m), map(c_n)) \\
  0, & otherwise. 
\end{cases} \] (8)

The total link bandwidth of \( l_{ab} \), which is denoted by \( BW_{ab} \), can be obtained by the following equation:

\[ BW_{ab} = \sum_{m=1}^{N} \sum_{n=1}^{N} BW_{mn}. \] (9)

The maximal link bandwidth of the NoC can be represented as follow:

\[ BW_{max} = \max(BW_{ab}), \forall l_{ab} \in L. \] (10)
5. Performance-Aware Hybrid Algorithm (PHA)

In this section, we describe the PHA and its implementation details. This technology is a hybrid of greedy algorithm, genetic algorithm and simulated annealing algorithm. Figure 2 shows the main process of PHA.

In PHA, a chromosome corresponds to one topological mapping solution and a gene, which encodes the identifier of the IP core, corresponds to one tile in the NoC architecture. Therefore, for the mapping problem of $X \times Y$ mesh-based NoC architecture, if the identifier of IP core, which the $k$th gene in chromosome encodes, is $i$, core $c_i$ is mapped onto the $k$th tile which is in the $[k/X]$th row and in the $(k \mod X)$th column in mesh-based NoC architecture. And the fitness value of a chromosome corresponds to the performance of a mapping solution such as energy consumption, latency and maximal link bandwidth.

To describe the PHA, the following definitions of variables are needed. Table 1 describes some commonly used variables in the PHA.

In the following, we describe the precess of PHA. The implementation details of PHA consist of six steps.

**Step 1:** Obtain the input parameter values and set the parameter values for iterations.

**Step 1.1:** Input the ACG and TAG to get communication extraction and target architecture model.

**Step 1.2:** Set the parameter values for iterations, which comprise $P_c$, $P_m$, $T$, $G_{\text{max}}$, $POP$, $SSC$ and $SSC_{\text{max}}$. The annealing temperature $T$ is $10 \ln N$ [19], where $N$ is the number of IP cores.

**Step 2:** Create the initial population through greedy swap and calculate the fitness values

**Step 2.1:** Initialize the $POP$ population members randomly

**Step 2.2:** For every individual, obtain better solution through greedy swap [19], which is implemented by two nested loops.

At the beginning of the external loop, we fix an NoC position as the pivot for evaluation. The fixed pivot changes each time the external loop is excused. The first fixed position is the top-left corner of the mesh-based NoC and the last is the bottom-right corner. In the internal loop, we swap the chosen pivot with each IP core in the remaining NoC positions which include only those not yet chosen by external loop as fixed positions. At the end of internal loop, the mapping which leads to the best solution in the current internal loop will be updated as the input for next internal loop.

**Step 2.3:** Calculate the fitness value for every individual.

**Step 3:** Selection, crossover and mutation for the evolution of new population.

**Step 3.1:** Roulette wheel selection [20] is operated to preserve the high quality chromosomes to the next generation.

We select two chromosomes from current generation and for every chromosome, the probability to be selected is proportion to the fitness value. The greater the fitness value, the higher probability the chromosome is selected with.

**Step 3.2:** Implement crossover operation with the probability of $P_c$.

Because the identifiers of the IP cores can not be duplicated, we need special crossover operation that satisfies the constraint. Specially, we use permutation crossover ap-

Table 1 List of commonly used variables in the PHA.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_c$</td>
<td>the probability of crossover</td>
</tr>
<tr>
<td>$P_m$</td>
<td>the probability of mutation</td>
</tr>
<tr>
<td>$T$</td>
<td>the annealing temperature</td>
</tr>
<tr>
<td>$G_{\text{max}}$</td>
<td>the maximal number of generation evolved.</td>
</tr>
<tr>
<td>$POP$</td>
<td>the number of individuals in every generation.</td>
</tr>
<tr>
<td>$SSC$</td>
<td>the search stagnation counter, which will add one if the best solution of the next generation is not better than the one of the current generation, otherwise reset as zero.</td>
</tr>
<tr>
<td>$SSC_{\text{max}}$</td>
<td>the maximal number of $SSC$</td>
</tr>
<tr>
<td>$F_{\text{max}}$</td>
<td>the maximal fitness value in the population</td>
</tr>
<tr>
<td>$F_{\text{ave}}$</td>
<td>the average fitness value in the population</td>
</tr>
</tbody>
</table>
proach between two chromosomes selected in step 3.1. Figure 3 demonstrates an example of crossover operation. The crossover process consists of two steps. In the first step, a crossover point is chosen randomly. In the second step, the genes of ChildA behind the crossover point inherit the genes of ParentA behind the crossover point. The genes of ChildA before the crossover point inherit the genes of ParentB in order and the genes which are the same as the ones of ChildA behind the crossover point are deleted. The rule of crossover operation for ChildA is the same as the one for ChildB.

**Step 3.3:** Carry out mutation operation with the probability of \( P_m \).

The mutation operation is implemented by swapping two positions of genes three times, which are chosen randomly.

**Step 4:** Reproduce new population for the next generation

**Step 4.1:** Repeat step 3 until we obtain new POP population members and calculate the fitness values of the new population.

**Step 4.2:** Sort the \( 2 \times POP \) population members, which consist of the current generation and the new POP population members, in a non-increasing order according to the fitness values of chromosomes. Select the best POP individuals as the next generation.

**Step 5:** Local search for every chromosome of the next generation with the simulated annealing approach to get better solution [11].

**Step 5.1:** Local search for better solution with the simulated annealing approach.

For every individual of the next generation, set the current mapping as the local best mapping, and swap two randomly chosen genes of chromosome to carry out local search. After this, calculate the fitness value of the new mapping and compare with the one of the local best mapping. If the former is better than the latter, it is stored as new local best mapping and becomes the new current mapping. Otherwise, accept the worse mapping with the probability of \( P \) depicted as follow:

\[
P = \exp \left( -\frac{\Delta \text{fitness}}{k \times T} \right),
\]

where \( \Delta \text{fitness} \) represents the difference of fitness values of the two mappings, \( k \) is a constant and \( T \) denotes the annealing temperature. \( T \) is used to control a stochastic acceptance procedure. The higher the temperature, the greater probability the worse mapping solution is accepted with.

**Step 5.2:** Let \( p \) be the number of local search and repeat step 5.1 \( p \) times to search better solution locally.

**Step 5.3:** Repeat step 5.1 and 5.2 until all chromosomes of the next generation have implemented the local search to get better solution.

**Step 6:** Update the parameter values for iterations and check whether it satisfies iteration stopping criterion.

**Step 6.1:** Calculate the parameter values for iterations and update the following parameters for iterations:

\[
G = G + 1,
\]

\[
T = T \times 90%,
\]

\[
P_c = 0.5 + 0.5 \times \exp \left( \frac{F_{max} - F_{ave}}{F_{max}} \times (-10) \right),
\]

\[
P_m = 0.15 \times \exp \left( -\frac{F_{max} - F_{ave}}{F_{max}} \right).
\]

Find the best solution in the next generation and compare with the one in the current generation. SSC will add one if the best solution in the next generation is not better than the one in the current generation, otherwise reset as zero.

**Step 6.2:** Check whether it satisfies iteration stopping criterion. The iteration stopping criterion is

\[
G \geq G_{\max},
\]

or

\[
SSC \geq SSC_{\max}.
\]

If the iteration stopping criterion is satisfied, finish the search and output the best solution. Otherwise, go to step 3 for the next iteration.

### 6. Simulation Results

In this section, we implement the simulation on three randomly generated benchmarks of a varied number of IP cores [15] and a well known application, namely Video Object Plane Decoder (VOPD) with 16 IP cores [11], [16]. The evaluated chip architecture is mesh-based. Target chips in four benchmarks consist of '16', '25', '36' and '16' IP cores, namely 4x4, 5x5, 6x6 and 4x4, respectively. After that, we compare the simulation results among PHA and some previous mapping algorithms such as MOGA [15] and TGA [17], in order to evaluate the performance of these algorithms.

All algorithms are implemented in MATLAB and executed on PC with DUO CPU E8400 with 3.0 GHZ operation frequency and 2 GB of main memory. In every benchmark, three mapping algorithms use the same routing, performance model and have the same input parameters such as ACG and TAG. In order to compare the search efficiency and effect, both the execution time and the improvement of
performance indexes are taken into account.

The optimization objectives of MOGA are energy consumption and maximal link bandwidth, and the optimization objective of TGA is latency. Therefore, we compare MOGA and our PHA in view of energy consumption and maximal link bandwidth respectively, and compare TGA and our PHA in view of latency.

Figure 4 and Fig. 5 depict the comparison of MOGA and PHA in energy saving and maximal link bandwidth reduction respectively regarding to the same random mappings. These show that our PHA based approach saves 30.7% of energy consumption in average and reduces 25.2% of maximal link bandwidth in average as compared to the MOGA based approach.

Figure 6 illustrates the comparison of TGA and PHA in latency reduction regarding to the same random mappings. It shows that our PHA based approach can reduce 23.1% of latency in average as compared to the TGA based approach.

Moreover, Fig. 4, Fig. 5 and Fig. 6 all demonstrate that our PHA approach has the highest convergence speed among the three algorithms. These performance curves rep-
resent the performance improvements at different simulation time. Each plot in the curves represents the performance improvement after some iterations. So the first plot in the performance curve represents the performance improvement after the first iteration. And the first iteration costs more time because of some initial operations. Our algorithm costs more time than MOGA and TGA in every iteration. However, our algorithm needs less iteration than MOGA and TGA to get good results. Therefore, our algorithm is faster and more efficient.

7. Conclusions and Future Work

In this paper, a performance-aware hybrid algorithm (PHA) for mapping IP cores onto mesh-based NoC is proposed. In the PHA, we take into consideration not only the effect of algorithm but also the efficiency of algorithm. Performance indexes such as latency, energy consumption and maximal link bandwidth reveal the effect of the mapping algorithms, and convergence speed reveals the efficiency of the mapping algorithms. The PHA takes the advantages of Greedy Algorithm, Genetic Algorithm and Simulated Annealing Algorithm. There are three reasons that make PHA a very effective and efficient mapping algorithm. First, instead of generating initial population randomly, it creates a fine initial population efficiently through greedy swap. Second, effective global parallel search is implemented by genetic operations such as crossover and mutation. Moreover, according to the diversity of population, the operations of crossover and mutation are implemented with adaptive probabilities instead of invariant probabilities. So the convergence of algorithm can speed up. Third, in order to improve the performance of local search for the PHA, probabilistic acceptance of a worse solution using simulated annealing method is carried out for every chromosome of the next generation. Compared with MOGA and TGA, simulation results show that our algorithm improve the performance by 30.7%, 23.1% and 25.2% in energy consumption, latency and maximal link bandwidth respectively. Moreover, simulation results show that our PHA approach has the highest convergence speed among the three algorithms. These results reveal the effect and efficiency of our PHA approach.

The performance models in our algorithm is coarse-grained. So we will develop fined-grained performance models in our future work and consider some important low-power techniques, such as DVFS and power gating.
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