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1. Introduction

Graphs are used as a data model in various applications such as chemical compounds, logic circuits and social networks. The problem of deciding whether a graph contains another graph appears commonly in such applications. This is called the subgraph isomorphism problem and known to be NP-complete. If graphs are large, it is hard to solve this problem with combinatorial methods. We proposed a numerical method for checking whether a graph \( g' \) is not a subgraph of another graph \( g \) in Nagaya et al. [1]. We call such a graph \( g' \) a non-subgraph. Although it is not possible to confirm that \( g' \) is a subgraph of \( g \) by the method, we can potentially reduce the work of solving the problem with time-consuming combinatorial methods by using it as preprocessing. The method is based on the interlace theorem [2] on eigenvalues of a symmetric matrix and its submatrix.

In this paper, we propose a method to make detect non-subgraphs more efficient by comparing eigenvalues of graphs which are decomposed according to labels of the vertices and the edges, instead of comparing the eigenvalues of the original graphs. This approach not only reduces the cost of computing eigenvalues but also increases the chance of finding non-subgraphs. It is also suitable for parallel processing. We compare the processing time and the performance of detecting non-subgraphs of the proposed method with our previous method and VF2 [3] by experiment. VF2 is one of the state-of-the-art algorithms for finding subgraphs. The result shows the effectiveness of our method clearly.

2. Related Work

Many algorithms have been proposed to solve the subgraph isomorphism problem. Ullmann [4] presented an algorithm based on backtracking technique which reduces the search space efficiently. VF2 [3] proposed by Codella et al. is also a backtracking algorithm. McKay [5] proposed an algorithm for solving the graph isomorphism problem. Eigenvalues of graphs are used for indexing graphs. Shokoufandeh et al. [6] proposed an indexing method for object recognition. It maps the tree representing features of an object into a vector space by eigenvalues of the adjacency matrix of the tree. Zhang et al. [7] and Zou et al. [8] proposed indexing methods using eigenvalues of graphs for XML documents and for graphs, respectively. Zhang et al. represented an XML document and an XPath query as graphs and used the maximum eigenvalues and the minimum ones of the graphs as their features. They use interlacing property between the maximum eigenvalue and the minimum one to process a query. Zou et al. also used some eigenvalues of a graph as its feature. Their query processing is based on the relation between the maximum and the second largest eigenvalues of a graph in a database and a query graph. For classifying large graphs according to large common induced subgraphs as a similarity measure, Vinh et al. [9] propose a graph kernel based on eigenvalues of graphs and the interlace theorem. They also propose an algorithm for optimizing the eigenvalues to obtain better classification accuracy.

3. Preliminaries

3.1 Graphs and Matrices

A directed labeled graph \( g \) is a tuple \((V,E,L,\mu)\) where \( V \) is a set of vertices, \( E \) is a set of edges, \( L \) is a set of labels of vertices and edges, and \( \mu \) is a labeling function \( V \cup E \rightarrow L \). An edge \( e \in E \) is an ordered pair \((v_1,v_2)\) of vertices in \( V \). We also denote a set of vertices \( V \) of \( g \) as \( V(g) \) and a set of edges \( E \) of \( g \) as \( E(g) \). If, for any \((v_1,v_2) \in E\), there is the edge \((v_2,v_1) \in E\), \( g \) is called an undirected labeled graph. For a vertex \( v \) of \( g \), if there is not an edge of \((v,v')\) or \((v',v) \in E\), we call \( v \) an isolated vertex. We assume that labels of vertices and edges are real numbers. If they are not real numbers in a practical application, we change each label to a real number.
in some suitable way.

**Definition 1:** (Subgraph) A graph $g' = (V', E', L', \mu')$ is a subgraph of another graph $g = (V, E, L, \mu)$ if there is an injection $i : V' \to V$ which satisfies the following conditions for any $(v_1, v_2) \in E'$.

- $(i(v_1), i(v_2)) \in E$
- $\mu'(v_1) = \mu(i(v_1))$ and $\mu'(v_2) = \mu(i(v_2))$
- $\mu'(v_1, v_2) = \mu(i(v_1), i(v_2))$

The injection $i$ is called subgraph isomorphism.

**Definition 2:** (Induced Subgraph) Let a graph $g' = (V', E', L', \mu')$ be a subgraph of a graph $g = (V, E, L, \mu)$ where the subgraph isomorphism is $i : V' \to V$. $g'$ is an induced subgraph, if it satisfies the following condition for any pair $v_1$ and $v_2$ of vertices in $V'$.

- if there is an edge $(i(v_1), i(v_2))$ in $E'$, then there is the edge $(v_1, v_2)$ in $E$.

**Definition 3:** An adjacency matrix $A^g = (a^g_{ij})$ of a graph $g = (V, E, L, \mu)$ is the $|V| \times |V|$ matrix as follows.

$$a^g_{ij} := \begin{cases} \mu(v_1) & \text{if } i = j \text{ for } v_i \in V, \\ \mu(v_1, v_j) & \text{if } i \neq j \text{ for } (v_i, v_j) \in E, \\ 0 & \text{otherwise}. \end{cases}$$

$\mu(v)$ and $\mu(v, v_j)$ are real numbers in this paper.

3.2 Interlace Theorem and Induced Subgraphs of Undirected Graphs

Haemers [2] states the interlace theorem as follows.

**Definition 4:** Let $\{\alpha_i\}_{i=1}^{\alpha_n}$ and $\{\beta_j\}_{j=1}^{\beta_m}$ be two ordered sequences of real numbers where $m < n, \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_n$ and $\beta_1 \leq \beta_2 \leq \ldots \leq \beta_m$, respectively. We say that $\{\beta_j\}_{j=1}^{\beta_m}$ interlaces $\{\alpha_i\}_{i=1}^{\alpha_n}$, if the following condition is satisfied for $k = 1, \ldots, m$.

$$\alpha_k \leq \beta_k \leq \alpha_{k+(n-m)}$$

**Theorem 1:** (Interlace Theorem) Given a real $n \times m$ matrix $S$ such that $S^T S = I$ and a symmetric $n \times n$ matrix $A$, the eigenvalues of $A^g$ are interlaced by the eigenvalues of $A$. When a graph $g'$ is an induced subgraph of an undirected graph $g$, both of the adjacency matrices $A^g$ and $A^{g'}$ are symmetric and there exists the matrix $S$ such that $A^{g'} = S^T A^g S$ and $S^T S = I$. This means that, if the eigenvalues of $A^{g'}$ do not interlace the eigenvalues of $A^g$, the graph $g'$ is not an induced subgraph of the undirected graph $g$.

4. Finding Non-subgraphs by Eigenvalues

Given two graphs $g$ and $g'$, we find whether $g'$ is not a subgraph of $g$ according to the following steps in Nagaya et al. [1]. At first, we reduce the sizes of $g$ and $g'$ by comparing labels of vertices and edges and deleting unnecessary edges and vertices. Then, we check whether eigenvalues of $g'$ interlace eigenvalues of $g$. In the following sections, $g$ and $g'$ are undirected labeled graphs.

4.1 Matrix Representation for Subgraphs

In order to use the interlace theorem for finding graphs which are not subgraphs of a graph, we need to represent two graphs which we compare as symmetric matrices. Adjacency matrices of directed graphs are not generally symmetric. In addition, although adjacency matrices of undirected graphs are symmetric, for the adjacency matrices $A^g$ and $A^{g'}$ of an undirected graph $g$ and its subgraph $g'$, there does not exist a matrix $S$ which satisfies the assumption of the interlace theorem, that is, $A^{g'} = S^T A^g S$ and $S^T S = I$, in general. So we use the following matrix representation of a graph. It is a modification of the matrix representation given by Haemers [2].

**Definition 5:** An extended incidence matrix $M^g$ of a graph $g = (V, E, L, \mu)$ is a matrix

$$\begin{bmatrix} P & N \\ N^T & Q \end{bmatrix}$$

where $N = (n_{ij}), P = (p_{ij})$ and $Q = (q_{ij})$ are $|V| \times |E|$, $|V| \times |V|$ and $|E| \times |E|$ matrices as follows, respectively.

$$n_{ij} := \begin{cases} 1 & \text{if } (v_i, v_k) = e_j \in E^g \text{ for some } k, \\ 0 & \text{otherwise}. \end{cases}$$

$$p_{ij} := \begin{cases} \mu^g(v_i) & \text{if } i = j \text{ for } v_i \in V^g, \\ 0 & \text{otherwise}. \end{cases}$$

$$q_{ij} := \begin{cases} 
\mu^g(e_i) & \text{if } i = j \text{ for } e_i \in E^g, \\
0 & \text{otherwise}. \end{cases}$$

$N$ is an incidence matrix of $g$. $N^T$ is the transpose of $N$.

4.2 Reducing Size of Graphs

When we check whether a graph $g$ contains another graph $g'$, it is clear that $g'$'s vertices and edges with the labels which are not contained in $g'$ are not necessary. By deleting such vertices and edges from $g$, we can reduce the size of $g$ and the cost of computing the eigenvalues of $g$. Moreover we find that $g'$ is not a subgraph of $g$, if the number of $g'$'s edges or vertices with a label is more than the number of $g'$'s edges or vertices with the same label.

4.3 Comparing Eigenvalues of Graphs

We illustrate the algorithm based on the bisection method for comparing eigenvalues with an example. We denote the ordered sequence of eigenvalues of a graph $g$ as $\{\varepsilon(g_i)\}_{i=1}^{\alpha_n}$ where $\varepsilon(g_1) \leq \varepsilon(g_2) \leq \ldots \leq \varepsilon(g_n)$. For the $i$th eigenvalue $\varepsilon(g_i)$, $\varepsilon(g_i)^{low}$ and $\varepsilon(g_i)^{up}$ are the lower and upper bounds, respectively. For all eigenvalues of $g$, we denote the lower and upper bounds as $\text{low}(\varepsilon(g))$ and $\text{up}(\varepsilon(g))$, respectively.
Example 1: Figure 1 shows how our algorithm updates the ranges of eigenvalues \{\text{eig}(g)\}_1^{\text{lo}} \text{ and } \{\text{eig}(g')\}_1^{\text{up}} \text{ of two graphs } g \text{ and } g' . The first figure shows that the ranges of \{\text{eig}(g)\}_1^{\text{lo}} \text{ and } \{\text{eig}(g')\}_1^{\text{up}} \text{ overlap, and the lower and upper bounds, } \text{low}(\text{eig}(g)), \text{up}(\text{eig}(g)), \text{low}(\text{eig}(g')) \text{ and } \text{up}(\text{eig}(g')) \text{ are } a, b, c \text{ and } d, \text{ respectively. We try to compare the eigenvalues } \text{eig}(g)_1 \text{ and } \text{eig}(g')_1 \text{ at first. Since } \text{eig}(g')_1^{\text{up}} - \text{eig}(g')_1^{\text{low}} = b - a > \text{eig}(g)_1^{\text{up}} - \text{eig}(g)_1^{\text{low}} = d - c \text{ here, we narrow the range of } \text{eig}(g)_1 . \text{ The second figure shows that } \text{eig}(g')_1^{\text{up}} = (a + b)/2 < \text{eig}(g')_1^{\text{low}} = c. \text{ Therefore } \text{eig}(g)_1 \text{ is less than } \text{eig}(g')_1 \text{ and the condition of the interlace theorem is satisfied for } \text{eig}(g)_1 \text{ and } \text{eig}(g')_1 . \text{ Next we try to compare } \text{eig}(g)_2 \text{ and } \text{eig}(g')_1 . \text{ Since the ranges of } \text{eig}(g)_2 \text{ and } \text{eig}(g')_1 \text{ overlap and } \text{eig}(g')_1^{\text{up}} - \text{eig}(g')_1^{\text{low}} = d - c > \text{eig}(g)_2^{\text{up}} - \text{eig}(g)_2^{\text{low}} = b - (a + b)/2, \text{ we narrow the range of } \text{eig}(g')_1 . \text{ The third figure shows that } \text{eig}(g')_1^{\text{up}} < \text{eig}(g')_1^{\text{low}} . \text{ Therefore } \text{eig}(g)_2 \text{ is less than } \text{eig}(g')_1 \text{ and the condition of the interlace theorem is not satisfied for } \text{eig}(g)_2 \text{ and } \text{eig}(g')_1 . \text{ This means that } g' \text{ is not a subgraph of } g .

5. Comparing Eigenvalues of Decomposed Graphs

Let a graph g' be a subgraph of another graph g. Then, the graphs into which g' is decomposed according to a label are also subgraphs of the graphs into which g is decomposed according to the same label. We propose a method to detect non-subgraphs more efficiently by comparing eigenvalues of graphs decomposed according to labels of the vertices and the edges, instead of comparing the eigenvalues of the original graphs, g and g'. After the decomposition, we check whether eigenvalues of the decomposed graphs of g' interlace eigenvalues of the decomposed graphs of g with the same labels. If eigenvalues of one of such decomposed graphs of g do not interlace the eigenvalues of the corresponding decomposed graph of g, we do not need to compute and compare eigenvalues of other pairs of decomposed graphs. This lowers the cost of computing the eigenvalues of the graphs and improves the likelihood of detecting whether g' is not a subgraph of g. This approach is also suitable for parallel processing. Although there are various ways to decompose graphs according to labels, we consider the following ones. For a graph, the set of the decomposed graphs varies depending on the order of decomposition using labels of vertices and edges.

D1 decomposing graphs according to only labels of vertices
D2 decomposing graphs according to only labels of edges
D3 decomposing graphs according to labels of vertices and then decomposing them according to labels of edges
D4 decomposing graphs according to labels of edges and then decomposing them according to labels of vertices

For decomposed graphs according to labels of both vertices and edges, we also consider the following ways to use their eigenvalues.

E1 using eigenvalues of only graphs decomposed completely according to labels of both vertices and edges
E2 using not only the above eigenvalues but also eigenvalues of intermediate graphs decomposed according to only labels of vertices or edges

6. Experimental Evaluation

We evaluate the four combinations of decomposing graphs and using the eigenvalues, that is, D3 and E1, D3 and E2, D4 and E1, and D4 and E2 in the above section. We denote the algorithms based on these combinations as VES, VEA, EVS and EVA, respectively. We compare them with the algorithm without graph decomposition denoted as NoDecomp, which was proposed by Nagaya et al. [1] and VF2. VF2 is one of the state-of-the-art algorithms for deciding whether a graph contains another graph, which uses only combinatorial methods. We use undirected labeled graphs which are randomly generated with the graph generator which we prepare. All algorithms are implemented with Microsoft Visual C++ 2010. For tridiagonalization of symmetric matrices, we call Matlab R2009a from the programs. Since VF2 is originally implemented for checking subgraph isomorphism of directed labeled graphs, we customize it for undirected labeled graphs and compile it with Microsoft Visual C++ 2010. All experiments done on a PC running Microsoft Windows Vista Business 64 bit SP2 with an Intel Xeon E5420 processor and 16 GB RAM. We use 500 pairs of graphs and the larger graph of the pair has 100 vertices and 2000 edges in every experiment and repeat each experiment 10 times.

6.1 Processing Time

We show the processing time of the proposed methods, the previous method NoDecomp and VF2 in Tables 1 and 3. For the proposed methods, it is the average time required to check whether a graph is not a subgraph of another graph and, if it might be, for VF2 to confirm whether the graph is surely a subgraph. For VF2, it is the average time required to check whether the graph is a subgraph. In Table 1, the smaller graph of the pair has 3 labels each for vertices and edges and the density is 0.45. The number of vertices vary from 40 to 90. All proposed methods are considerably faster than NoDecomp. VES and EVS of the proposed methods

Fig. 1 Updating ranges of eigenvalues \{\text{eig}(g)\}_1^{\text{lo}} , \{\text{eig}(g')\}_1^{\text{up}} \text{ of two graph } g \text{ and } g' .
have almost the same performance and are faster than VEA and EVA. EVA is the slowest in the proposed methods. VES and EVS are faster than VF2 except the case of 40 vertices. The proposed methods become faster than VF2, as the number of vertices of the smaller graph increases. In Table 3, the smaller graph of the pair has 70 vertices, 700 edges and 2 labels of edges. The number of labels of vertices of the pair of graphs vary from 5 to 10. All proposed methods are considerably faster than NoDecomp again. VEA, VES and EVS of the proposed method have almost the same performance and are faster than EVA. VEA, VES and EVS are always faster than VF2 in this experiment. The proposed methods become faster than VF2, as the number of labels of vertices of the pair increases.

6.2 Effectiveness in Detecting Non-subgraphs

We evaluate the performance of the proposed methods in detecting whether a graph is not a subgraph of another graph. In Tables 2 and 4, we use the same set of graphs as in the experiments of Tables 1 and 3, respectively. For all of the 500 pairs of graphs, the smaller graph is not a subgraph of the larger graph. The tables show the number of pairs detected that the smaller graph is not a subgraph of the larger graph by the proposed methods and NoDecomp. Table 2 and 4 shows that the performance of the proposed methods degrades less than NoDecomp, as the number of labels of vertices of the pair decreases. Although VES and EVS use fewer eigenvalues than VEA and EVA, VES and EVS have almost the same performance as VEA and EVA.

7. Conclusion

We propose a method to detect non-subgraphs more efficiently by comparing the eigenvalues of graphs decomposed according to labels of the vertices and the edges. Our method is based on the interlacing property of eigenvalues between a graph and its subgraph. The experimental evaluation shows that the proposed method reduces the cost of computing eigenvalues and increases the chance of detecting non-subgraphs in comparison with our previous method.
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