SUMMARY A Decision Diagram Machine (DDM) is a special-purpose processor that has special instructions to evaluate a decision diagram. Since the DDM uses only a limited number of instructions, it is faster than the general-purpose Micro Processor Unit (MPU). Also, the architecture for the DDM is much simpler than that for an MPU. This paper presents a packet classifier using a parallel EVMDD (k) machine. To reduce computation time and code size, first, a set of rules for a packet classifier is partitioned into groups. Then, the parallel EVMDD (k) machine evaluates them. To further speed-up for the standard EVMDD (k) machine, we propose the prefetching EVMDD (k) machine which reads both the index and the jump address at the same time. The prefetching EVMDD (k) machine is 2.4 times faster than the standard one using the same memory size. We implemented a parallel prefetching EVMDD (k) machine consisting of 30 machines on an FPGA, and compared it with the Intel’s Core i5 microprocessor running at 1.7GHz. Our parallel machine is 15.1–77.5 times faster than the Core i5, and it requires only 8.1–58.5 percent of the memory for the Core i5.
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1. Introduction

1.1 Packet Classification

A packet classification [22] is a key technology in routers and firewalls. A packet header includes a protocol number, a source address, a destination address, and a port number [6]. The packet classifier performs a predefined action for a corresponding rule. Applications for the packet classifier include a firewall (FW), an access control list (ACL), and an IP chain for an IP masquerading technique. The throughput for the state-of-the-art packet classifier using an MPU is at most hundreds mega bits per second [4], so it cannot keep up with accelerated speed up of the Internet.

This paper proposes the parallel edge-valued multi-valued decision diagram (EVMDD) machine that is a kind of the decision diagram machine [1], [2], [24]. The decomposed packet classification tables are represented by multiple EVMDDs, and it evaluates them in a parallel. The EVMDD machine uses a single instruction to evaluate the EVMDD. Thus, its architecture is simpler than that for the MPU, and it has the dedicated branch instructions that are extensively used in the packet classifier [18]. Thus, the parallel EVMDD machine is faster than the MPU.

1.2 Contributions of the Paper

This paper is the update version of the previous publication [13]. Contributions of the previous version were as follows:

1 Proposed the parallel EVMDD machine for the packet classifier: A packet classification circuit based on an EVMDD has been proposed [14]. Different users require systems with different performance. Thus, different architecture should be used. For low-end users including SOHO (small office and home office), the embedded processors or the general purpose processors are used. So, this paper proposed a special purpose processor based on an EVMDD. Its parallel architecture and the dedicated instruction is suitable for the packet classification.

2 Obtained the parameters for an optimal EVMDD machine: Since the EVMDD evaluates 2k-valued variables, several size k of the EVMDD exists. This paper obtained parameters for the an optimal EVMDD machine with respect to the memory size and the delay time.

3 Compared with Intel’s Core i5 processor:

Additionally, this paper contributes as follows:

1 Applied the prefetching method to reduce a delay time: In this paper, we applied the prefetching method to the EVMDD (k) machine, which is smaller and faster than the MTMDD (k) machine [13].

2 Analyze the delay time of the parallel prefetching EVMDD (k) machine: The previous work only showed that the parallel EVMDD (k) machine is faster than the Intel’s Core i5 processor by means of experiments. This paper analyzed the delay time for both the parallel EVMDD (k) machine and the Intel’s Core i5 processor.

1.3 Organization of the Paper

The rest of the paper is organized as follows: Section 2 defines the packet classifier; Section 3 introduces the standard
2. Packet Classifier

2.1 5-tuple Packet Classification

A packet classification table consists of a set of rules. Each rule has five input fields: Source address (SA), destination address (DA), source port (SP), destination port (DP), and protocol number (PRT). It also generates a rule number (Rule). A field has entries. In this paper, since we consider a realization of the packet classifier for the Internet Protocol version 4 (IPv4), we assume that SA and DA have 32 bits, DP and SP have 16 bits, and PRT has 8 bits. An entry for SA or DA is specified by an IP address; that for SP or DP is specified by a closed interval \([x, y]\), where \(x\) and \(y\) denote a port number such that \(x \leq y\); and that for PRT is specified by a protocol number. SA and DA are detected by a longest prefix match; SP and DP are detected by a range match, and PRT is detected by an exact match. A packet classifier detects matched rules using the packet classification table. When two or more rules are matched, it selects a rule having the highest priority. In this paper, we assume that the rule with a larger number has a higher priority. Note that, any packet matches a default rule whose rule number is zero. Obviously, the default rule has the lowest priority.

Example 2.1: Table 1 shows an example of a packet classification table, where an asterisk ‘*’ in an entry matches both 0 and 1, while a dash ‘-’ in a field matches any pattern. In Table 1, each field has only four bits, smaller than the actual number of bits to simplify the example.

Consider the packet classification table shown in Table 1. The packet header with \(SA = 0000\), \(DA = 1010\), \(SP = 8\), \(DP = 8\), and \(PRT = TCP\) matches rule 3, rule 1, and the default rule. Since the rule 3 has the highest priority, the output is 3.

2.2 Decomposition of a Packet Classification Table

Let \(p\) be the number of rules. Since \(|X_{SA}| = |X_{DA}| = 32\), \(|X_{SP}| = |X_{DP}| = 16\), and \(|X_{PRT}| = 8\), the direct memory realization requires \(2^{10}\lceil\log_2(p + 1)\rceil\) bits, which is too large to implement by a single memory. We decompose the packet classification table into field functions and a rule function (Cartesian product method [21]).

An entry of a rule can be represented by an interval function [20]:

\[
IN(R : A, B) = \begin{cases} 
1 & (A \leq R \leq B) \\
0 & (\text{otherwise})
\end{cases}
\]

where \(R\), \(A\), and \(B\) are integers. Let \(x_i \in \{0, 1\}, y_i = \ast, v = (x_1, x_2, \ldots, x_m, y_1, y_2, \ldots, y_m), \) and \(A = \sum_{i=1}^{m} x_i2^{i-1}\). Any entry for SA or DA is represented by \(IN(R_{SA} : A^{2^n}, (A + 1)2^{-m} – 1)\). Similarly, each entry for DA can be represented by an interval function. Let \(b\) be the protocol number. Each entry for PRT is represented by \(IN(R_{PRT} : b, b)\).

As shown in Example 2.1, multiple rules may match in a packet classification table. To resolve such a case, we use a vectorized interval function. Let \(r\) be the number of rules. A vectorized interval function is \(\hat{H}(R) = \bigvee_{i=1}^{r} \hat{e}_iIN(R : A_i, B_i)\), where \(\hat{e}_i\) is a unit vector with \(r\) elements, and only the \(i\)-th bit is one and the other bits are zeros.

For each value of \(\hat{H}(R)\), we assign a segment, which is an interval or a set of intervals. Then, we define a field function \(F(R) = I_1\), which generates an unique integer index \(I_1\) corresponding to the \(i\)-th segment \([C_i, D_i]\) satisfying \(C_i \leq R_i \leq D_i\). Note that, to distinguish from an interval, we denote a segment consisting of an interval \([C, D]\) as \([C, D]\). Next, we define a rule function \(G : Y \rightarrow R\), where \(Y = I_1 \times I_2 \times \cdots \times I_k\) is the Cartesian product of sets of indices generated by field functions. As shown in Fig. 1, the packet classification table is decomposed into field functions and a rule function, and they are realized by memories.

In general, we can assign an arbitrary index to a segment. In this paper, we assign indices to make an \(M_1\)-monotone increasing function [11] to reduce the amount of memory. Let \(I\) be a set of integers including 0. An integer function \(f : I \rightarrow R\) such that \(0 \leq f \leq f(X)\) \(f(0) = 0\) is an \(M_1\)-monotone increasing function on \(I\). That is, for an \(M_1\)-monotone increasing function \(f(X), f(0) = 0\), and the increment of \(X\) by one increases the value of \(f(X)\) at most by one.

Example 2.2: Figure 2 shows an example of segments for SA and DP shown in Table 1. Note that, rules are represented by intervals.
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Fig. 2 An example of segment.

Example 2.3: Figure 3 shows the decomposition of the packet classification table shown in Table 1. As for the PRT field, we assigned “0” to ICMP, “1” to TCP, and “2” to UDP. Note that, we only show a part of the rule function due to the space limitations.

3. Standard EVMDD (k) Machine

3.1 MTMDD (k)

In this part, we introduce the EVMDD (k) machine that is a variant of the MTMDD (k) machine. First, we introduce the MTMDD (k).

Definition 3.1: A Binary Decision Diagram (BDD) [3], [10] is obtained by repeatedly applying of the Shannon expansions to a logic function f. Each non-terminal node labeled with a variable x_i has two outgoing edges which indicate nodes representing the cofactors of f with respect to x_i. A Multi-Terminal BDD (MTBDD) [5] is an extension of a BDD and represents an integer-valued function. In the MTBDD, the terminal nodes are labeled by integers.

Definition 3.2: Let X = (X_1, X_2, ..., X_u) be a partition of the input variables, and |X_i| be the number of inputs for X_i. X_i is called a super variable. When the Shannon expansions are performed with respect to super variables X_i, where |X_i| = k, all the non-terminal nodes have 2^k edges. In this case, we have a Multi-Terminal Multi-valued Decision Diagram (MTMDD(k)) [7]. Note that, an MTMDD(1) means an MTBDD. The width of the MDD (k) at the height k is the number of edges crossing the section of the MDD (k) between super variables X_{i+k} and X_i, where the edges incident to the same node are counted as one.

Example 3.4: Figure 5 shows an MTMDD (2) and an MTBDD representing the field function for SP shown in Fig. 3. When the input is (x_3, x_2, x_1, x_0) = (1, 0, 1, 0), the output is 5.

3.2 Standard EVMDD (k) Machine

In this paper, we propose the prefetching EVMDD (k) machine, which is an improved version of the standard EVMDD (k) machine [13]. In this part, first we introduce the EVMDD (k). Then, we introduce the standard EVMDD (k) machine.

Definition 3.3: An Edge-Valued Binary Decision Diagram (EVBDD) [8], [9] is a variant of an MTBDD. An EVBDD consists of one terminal node representing zero and non-terminal nodes with weighted 1-edges, where the weight has an integer value a. An EVBDD is obtained by recursively applying the conversion shown in Fig. 6 to each non-terminal node in an MTBDD. Note that, in the EVBDD, 0-edges have zero weights.
Definition 3.4: An Edge-Valued MDD (EVMD (k)) [12] is a variant of the MDD (k), and represents a multi-valued input integer valued function. It consists of one terminal node representing zero and non-terminal nodes with edges having integer weights, and 0-edges always have zero weights.

Example 3.5: By applying the conversion rule shown in Fig.6 to the MTBDD shown in Fig.5, we get the EVMDD (2) shown in Fig.7. Assume that the input is \((x_3, x_2, x_1, x_0) = (1, 0, 1, 0)\). When \(X_1 = (1, 0)\), its edge weight is 3. Next, when \(X_0 = (1, 0)\), its edge weight is 2. Thus, the sum of edge weights is 5. It is equal to the output of the MTMDD (2) in Example 3.4.

Suppose that a subfunction \(f'\) is obtained by adding \(\alpha\) to a subfunction \(f\). In an EVBDD, the number of nodes can be reduced by sharing \(f\) and \(f'\) with \(\alpha\) edge (Fig.8). The MTBDD can share only prefixes, while the EVMDD can share both prefixes and postfixes. A packet classification table can be represented by an M1-monotone increasing function. Thus, the packet classification table can be efficiently represented by an EVBDD[14]. Since an EVMDD (k) has a weight in an edge, we use a standard branch&output instruction shown in Fig.9.

A standard EVMDD (k) machine uses a standard branch&output instruction only. Figure 10 shows the standard EVMDD (k) machine. In Fig.10, The instruction memory stores the instructions for an EVMDD (k); the Instruction Register stores the instruction from the instruction memory; the Program Counter (PC) retains the address for the instruction memory. The control circuit controls the branch&output operation.

As shown in Fig.9, the standard EVMDD (k) machine has following two registers: The data register (DATA) retains the output, and the flag register (FLAG) retains the state to synchronize EVMDD (k) machines. Following the value of the select field (SEL) consisting of two bits, values of the DATA and SEL are updated.

\[
\begin{align*}
\text{SEL}=00: & \quad \text{DATA} \leftarrow 0 \quad (\text{Clear DATA}) . \\
\text{SEL}=01: & \quad \text{DATA} \leftarrow \text{Output} . \\
\text{SEL}=10: & \quad \text{FLAG} \leftarrow 0 \quad (\text{Clear FLAG}) . \\
\text{SEL}=11: & \quad \text{FLAG} \leftarrow \text{Output} .
\end{align*}
\]

The execution of the indirect branch instruction and the standard branch&output instruction are performed by the following:

Algorithm 3.1: (branch&output instruction for the standard EVMDD (k) machine)

1. Execute the fetch mode.
   1.1 Read the index corresponding to the IDX field (Fig.11 (a)).
   1.2 Add it to the PC (Fig.11 (b)).

2. Execute the jump&output mode.
   2.1 Read the jump address corresponding to the PC.
   2.2 Set the jump address to the PC, and output the output value (Fig.11 (c)).
3. Terminate.

4. Prefetching EVMDD \((k)\) Machine

In the standard EVMDD \((k)\) machine shown in Fig. 10, to perform a branch operation, first, it reads the corresponding index. Then, it reads the jump address. Thus, the standard EVMDD \((k)\) machine accesses the instruction memory twice. In the reduced ordered decision diagram, the jump address for the node and its corresponding index can be read at the same time [16]. Figure 12 shows the **prefetching branch\&output instruction** which stores the jump address and its index in the same word. In this part, we propose a **prefetching EVMDD \((k)\) machine** that needs to access the instruction memory only once. Thus, the prefetching EVMDD \((k)\) machine is faster than the standard EVMDD \((k)\) machine. The disadvantages for the prefetching EVMDD \((k)\) machine are longer instruction words and increase of the memory.

Figure 13 shows the prefetching EVMDD \((k)\) machine. In Fig. 13, the instruction memory, the instruction register, the output register, and the PC are the same as the standard EVMDD \((k)\) machine shown in Fig. 10. The prefetching EVMDD \((k)\) machine reads the jump address, the index, and the edge-value at the same time. It performs the jump, the index fetch, and the output operations in parallel. The following algorithm shows the operation of the prefetching EVMDD \((k)\) machine.

**Algorithm 4.2:** Figure 14 shows the execution of the prefetching branch\&output instruction of the prefetching EVMDD \((k)\) machine.

1. Read the instruction memory specified by the PC (Fig. 14 (a)).
2. Perform following operations in parallel.
   2.1 The PC stores the indirect jump address which is obtained by summing the prefetching index and the jump address \((Adr)\) (Fig. 14 (b)).
   2.2 The prefetching register stores the jump address (Fig. 14 (c)).
   2.3 Read the output \((V)\), then store it to the output register specified by \(SEL\) (Fig. 14 (d)).

As shown in Algorithm 4.2, to evaluate a node for the EVMDD \((k)\), the prefetching EVMDD \((k)\) machine needs to access the instruction memory only once. On the other hand, as shown in Algorithm 3.1, the standard EVMDD \((k)\) machine needs to access the memory twice. The architecture for the prefetching EVMDD \((k)\) is simpler than the standard one, since the selector for the indirect branch for the prefetching one is not necessary. Therefore, the prefetching one is faster than the standard one.
5. Packet Classifier Using Parallel EVMDD $(k)$ Machine

5.1 Parallel EVMDD $(k)$ Machine

As shown in Sect. 2, a packet classification table is decomposed into five field functions and a rule function. These functions are represented by EVMDDs $(k)$. Figure 15 shows a parallel EVMDD $(k)$ machine consisting of six EVMDD $(k)$ machines. The packet header is broadcasted to the inputs of these EVMDD machines by the Primary Input Bus. To synchronize six machines, FLAG registers are connected to the Global FLAG Register (GFLAG) through bitwise AND gates, and the GFLAG value is broadcasted to the inputs of the EVMDD $(k)$ machines by the FLAG Bus. Also, DATA registers are sent to other EVMDD $(k)$ machine by the Primary Output Bus.

5.2 Partition Rule

The number of nodes in the EVMDD $(k)$ is approximately proportional to the number of segments [18]. The number of segments for a field function is $O(p)$, where $p$ denotes the number of distinct entries. However, that for the rule function is $O(p^5)$. We partition the rule into groups. Since the number of inputs for each group tends to be smaller than that for the whole rules, EVMDD machines for groups is more suitable for parallel computing than that for whole the rules. To partition rules into groups of uniform sizes, this paper proposes the partition method based on the sizes of segments as follows:

**Definition 5.5:** Let $[x, y]$ ($x \leq y$) be a segment. Then, $y - x + 1$ is the size of the segment.

Since the PRT field has only a constant entry, we partition each field into two groups excluding the PRT field. As shown in Fig. 2, when a field has both a large-size and a small-size segments, the number of segments increases. Thus, we partition the field based on the sizes of segments. To show the size of a segment, we use a binary variable $r_i$. Let $n$ be the number of bits to represent a segment $[x, y]$. Let $r_i = 0$ for $y - x \leq 2^{n-1}$, and $r_i = 1$ for $y - x > 2^{n-1}$. A group of rules is represented by $G(r_0, r_1, r_2, r_3)$. As shown in Fig. 16, we assign $r_0$ to the SA field; $r_1$ to the DA field; $r_2$ to the SP field; and $r_3$ to the DP field.

**Algorithm 5.3:** (Partition into groups)
1. Partition the rules into groups $G(r_0, r_1, r_2, r_3)$ based on Fig. 16.
2. Sort $G(r_0, r_1, r_2, r_3)$ in the descending order of the number of groups.
3. Merge $G_1(r_0, r_1, r_2, r_3)$ and $G_2(r_0', r_1', r_2', r_3')$ those have small number of groups, then generate a group $G'$.
4. Decompose $G'$, then represent them by EVMDDs $(k)$.
5. If the number of inputs of an EVMDD $(k)$ for the rule function in $G'$ is smaller than the total number of inputs of EVMDDs $(k)$ for the rule functions in $G_1$ and $G_2$, then go to...
5.3 Overall Architecture

Figure 17 shows an overall architecture consisting of parallel EVMDD \((k)\) machines. To synchronize all the EVMDD \((k)\) machines, the GFLAG register is connected to all the EVMDD \((k)\) machines. The packet header is broadcasted to each EVMDD \((k)\) machine. The output of the EVMDD \((k)\) machine is sent to the priority encoder to generate the highest rule number.

6. Experimental Results

6.1 Implementation of Parallel EVMDD \((k)\) Machine

We implemented the parallel EVMDD \((k)\) machine on the Avnet Corp. Zedboard (FPGA: Xilinx Inc. Zynq-7020). We used Xilinx Inc. PlanAhead version 14.2 as the synthesis tool. To implement a packet filter, first, we used ClassBench [23] to generate a pseudo packet filter consisting of 1,000 rules. Then, we loaded the program code for generated EVMDDs \((k)\) into the parallel EVMDD \((k)\) machine. To reduce the number of nodes for the EVMDD \((k)\), we used the sifting algorithm [19]. As for the parallel machine based on the standard EVMDD \((k)\), the maximum clock frequency was 295.10 MHz, while as for that based on the prefetching EVMDD \((k)\), it was 354.14 MHz.

6.2 Comparison with Standard EVMDD \((k)\)

We compared the parallel EVMDD machine \((k)\) based on the standard machine with that based on the prefetching one. Figure 18 compares the memory size [KB] for different sizes \(k\) of the super variable. As for \(k > 1\), the parallel prefetching EVMDD \((k)\) consumes 1.29 times more memory than the parallel standard EVMDD \((k)\). Figure 19 compares the delay time [nsec] for different sizes \(k\) of the super variable. As for the same \(k\), the parallel prefetching EVMDD \((k)\) machine is 2.4 times faster than the parallel standard EVMDD \((k)\) machine. The prefetching EVMDD \((k)\) machine uses only a single instruction, while the standard one uses two instructions. The architecture of the prefetching machine is simpler than the standard one. Thus, the critical path of the prefetching machine is shorter than the standard one. Also, to evaluate a node of the EVMDD \((k)\), the prefetching machine accesses the instruction memory only once, while the standard one accesses twice. Implementation results showed that, as for the clock frequency, the prefetching machine is 1.2 times higher than the standard one. As shown in Figs. 18 and 19, the memory size and the delay time have a trade-off with respect to \(k\). Let \(A\) be the area (memory size, in this paper), and \(T\) be the delay time. Figure 20 compares the area-delay product \((AT^2)\). Figure 20 shows that the parallel prefetching EVMDD \((4)\) efficiently utilizes the memory size and the...
delay time. Although the parallel prefetching EVMDD (4) machine consumes 1.2 times larger memory than the parallel standard EVMDD (4) machine, the prefetching one is 2.4 times faster than the standard one. Therefore, the prefetching machine has a smaller area-delay product than the standard one.

### 6.3 Comparison with Intel’s Core i5 Processor

We compared the delay time and code size for the parallel EVMDD (4) machine with the Intel’s general-purpose processor Core i5. We implemented the parallel prefetching EVMDD (4) machine on the Xilinx Zynq-FPGA. It consumed 7,120 look-up tables (LUTs) and 62 block RAMs (BRAMs). Its maximum clock frequency was 354.14 MHz. We used an Intel’s Core i5 (2.6GHz at turbo boost mode), Shared cache 3 [MB]), and OS: MacOS X 10.7.5. In the general-purpose processor, the code for the BDD is simpler and can be implemented faster than that for the EVMDD (4) [17]. So, the Core i5 emulates BDDs instead of EVMDDs (4). We generated the execution code by gcc compiler with optimization option -O3. To obtain the execution time for a test vector, we generated random packet headers, and obtained the average time excluding the time for the reading and writing packet headers. Table 2 compares the parallel EVMDD (4) machine with the Core i5 processor with respect to the memory size and the delay time, where Rule denotes the name of packet classifier; #Grp denotes the number of groups obtained by Algorithm 5.3; Time denotes the delay time for a test vector; and Mem denotes the memory size. Table 2 shows that, as for the performance, the parallel EVMDD (4) machine is 15.1–77.5 times faster than the Core i5, and as for the memory size, the parallel EVMDD (4) machine requires only 8.1–58.5 percent of the memory of the Core i5.

### 6.4 Discussion

We analyze the delay time for both the EVMDD (4) machine and the Core i5. The delay time $T$ for the packet classifier using the decision diagram is estimated by

$$T = IPN \times TP_{IEV} \times PL \times g,$$

where $IPN$ (instructions per a node) denotes the number of instructions to evaluate a node; $TP_{IEV}$ (time per an instruction) denotes execution time of an instruction; $PL$ (path length) denotes the path length of decision diagram; and $g$ denotes the number of groups obtained by Algorithm 5.3.

As for the parallel EVMDD (4) machine running at 354.14 MHz, $IPN_{EV} = 1$, $TP_{IEV} = \frac{1}{384.17} \times 10^{-6}$, and $PL_{EV} = \frac{n_{all}}{4}$, where $n_{rule}$ denotes the maximum number of inputs for a rule function. Since the parallel EVMDD (4) machine evaluates all the groups in parallel, $g_{EV} = 1$. As for the Core i5 running at 2.6 GHz, $IPN_{CI5} = 3$, $TP_{ICi} = \frac{1}{3.6} \times 10^{-9}$, $PL_{CI5} = n_{all}$, and $g_{CI5} = \#Grp$, where $n_{all}$ denotes the total path length of EVMDDs, and $\#Grp$ is the number of groups shown in Table 2. Although $TP_{ICi}$ is shorter than $TP_{IEV}$, $PL_{CI5} \times g_{CI5}$ is longer than $PL_{EV} \times g_{EV}$. In the packet classifier, $PL \times g$ becomes a dominant of the delay time. Figure 21 compares the experimental values with the estimated values with respect to the delay time ratio (Core i5 per the parallel EVMDD (4) machine). From Fig. 21, we can estimate the delay time. As shown in Table 2, the parallel EVMDD (4) machine evaluates the packet classification table much faster than a CPU using its small $g$ and $PL$.

### 7. Conclusion

This paper showed the packet classifier based on the parallel prefetching EVMDD ($k$) machine. First, to represent the packet classification table compactly, rules are partitioned into groups. Then, each group is decomposed into five field functions and a rule function. Next, each function is represented by an EVMDD ($k$), and it is converted to branch&output instructions. The parallel prefetching EVMDD ($k$) machine efficiently evaluates the codes for
the packet classification. We selected \( k = 4 \) for super variable experimentally. We implemented 30 prefetching EVMDD (4) machines on an FPGA, and compared these machines with Intel’s Core i5 \( @ 2.6 \) GHz microprocessor. As for the performance, the parallel prefetching EVMDD (4) machine is 15.1–77.5 times faster than the Core i5, and as for the memory size, the parallel prefetching EVMDD (4) machine requires 8.1–58.5 percent of the memory of the Core i5. We also analyzed the delay time between the parallel prefetching EVMDD (4) machine and the Intel’s Core i5.

The future work is to apply our parallel machine to other decision diagrams (binary moment decision diagrams (BMDs), factored edge-valued decision diagrams, etc.).
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