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SUMMARY Short texts usually encounter the problem of data sparseness, as they do not provide sufficient term co-occurrence information. In this paper, we show how to mitigate the problem in short text classification through word embeddings. We assume that a short text document is a specific sample of one distribution in a Gaussian-Bayesian framework. Furthermore, a fast clustering algorithm is utilized to expand and enrich the context of short text in embedding space. This approach is compared with those based on the classical bag-of-words approaches and neural network based methods. Experimental results validate the effectiveness of the proposed method.
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1. Introduction

With the boom of e-commerce and social media, short texts, such as instant messages, microblogs and product reviews, become more available in diverse forms than before. These short forms of documents have become convenient presentations of information. It is important to understand short text in order to efficiently detect the topic which users focus on. Unlike long documents, it is hard to measure similarities among these short texts since they do not share much in common\cite{1}. This poses a great challenge to short text classification (STC).

The task of short text classification can be described as follows: given a short text $S$, the aim is to classify it to the predefined class label (or target theme $T$) according to its semantic information. To tackle the problem of data sparseness, we exploit word embeddings. Word embedding $W: \text{words} \rightarrow \mathbb{R}^n$ is a distributed representation for a word which is usually learned from a large unlabeled corpus through unsupervised method. Many researches have found that the learned word vectors capture linguistic regularities and collapse similar words into groups\cite{2}. Word embeddings can be used as features or as initializations of other neural networks\cite{3}. Many existing works have shown that these can improve many semantic analysis tasks and yield state-of-the-art results.

In this work, we apply an information theoretic approach which assumes that the short text is generated from a predefined parametric model, which optimal parameters are estimated from training data. We apply Gaussian models to represent the distribution of word embeddings since it can describe continuous distributions in common practice. Then, we classify new short texts using the Bayesian rule to get the posterior probability\cite{4}. Inspired by the idea of using external semantically related words\cite{5}, we discover the similar words by a fast clustering algorithm based on density peaks searching\cite{6} in the embedding space. Then, the expanded short texts are fed into the proposed model. Evaluated on the benchmark of Web snippets\cite{1}, our proposed method achieves better performance than the existing state of the art methods.

2. Related Work

Learning to identify the theme of a short text document has been extensively studied during the past decade. Because of the short length, the data do not provide enough contextual information and the feature sparsity problem is an outstanding issue\cite{1}. Thus, conventional text classification methods based on bag-of-words (BoW) cannot be directly applied to short texts\cite{7}. Several approaches have been explored to overcome the data sparseness in order to get better performance.

One way is to select more useful contextual information to expand and enrich the original text, e.g. using large unlabeled corpora, such as Wikipedia\cite{8} and WordNet\cite{9}. Another way is to integrate the context data with a set of hidden topics discovered from related corpora. E.g., Phan et al.\cite{1} and Chen et al.\cite{10} manually built a large and rich universal dataset, and derived a set of hidden topics using Latent Dirichlet Allocation (LDA)\cite{11}. These approaches have achieved satisfactory results, but they require manual collection of the corpora which are difficult to prepare in some cases.

With the recent revival of interest in deep neural networks, many researchers have concentrated on using deep learning to learn a real-valued vector representation in a continuous space\cite{12}. Such methods for training word embeddings\cite{13}–\cite{16} are primarily based on the same distributional hypothesis: words that occur in similar contexts tend to have similar meanings\cite{3}. One of the most widely used models for training word embeddings is the Skip-gram or continuous bag-of-words (CBOW) model\cite{17}
because of their efficiency and simplicity. Furthermore, Le and Mikolov [18] presented the paragraph vector algorithm to learn continuous distributed vector representations for variable-length pieces of texts. Kim [19] applied convolutional neural networks (CNN) based on pre-trained and task-specific word vectors by having multiple channels to sentence-level classification tasks. Kalchbrenner et al. [20] described the Dynamic Convolutional Neural Network (DCNN) for modeling sentences. This network used Dynamic k-Max Pooling and induced a feature graph over the sentence that was capable of explicitly capturing short and long-range relations. Although the methods discussed above can capture complex features, they cannot guarantee the classification performance for very short texts. Unlike Wang et al. [5] that applied multi-scale semantic units to CNN, we propose a Gaussian method to tackle the short text classification.

3. Proposed Method

This section describes the proposed Gaussian-Bayesian framework that uses the learned word embeddings to model a classifier for the task of short text classification.

3.1 Word Representation

In the word representation component, each input word to be classified is firstly searched in the clustering groups and then transformed into a vector by looking up word embeddings. We assume that a short text depends only on the preceding words. Under this assumption, the probability of a document given theme $t_k$ is,

$$p(d_j|t_k) = \prod_{i=1}^{\left|d_j\right|} p(w^j_i|t_k; \mu_k, \Sigma_k, m < i)$$

(1)

Next we assume that each word in a document is independent of its context, which is the same as that for uni-gram language model. Then we rewrite Eq. (1) as

$$p(d_j|t_k) = \prod_{i=1}^{\left|d_j\right|} p(w^j_i)$$

(2)

Gaussian model is used to describe the distribution. We use the training data to estimate the parameters $\lambda_k = \{\mu_k, \Sigma_k\}$, where $\mu_k$ and $\Sigma_k$ denote the mean vector and covariance matrix. $\lambda_k$ can be estimated through Maximum Likelihood (ML) estimation as $\hat{\lambda}_k$:

$$\hat{\mu}_k = \frac{1}{|w_k|} \sum_{i=1}^{|w_k|} w^j_i$$

(3)

$$\hat{\Sigma}_k = \frac{1}{|w_k|} \sum_{i=1}^{|w_k|} (w^j_i - \hat{\mu}_k)(w^j_i - \hat{\mu}_k)^T$$

(4)

where $|w_k|$ is the total number of words in theme $t_k$ on the training set, $w^j_i$ is the $i$-th word.

Given estimates of the model parameters, the test data can be classified using the Bayesian theorem. A new short text can be assigned the most likely theme which minimizes cross entropy on the test document. In Eq. (5), we drop the denominator (which is the same constant across all domains), and take the log of the entire expression. This results in

$$\sum_{i=1}^{\left|d_j\right|} \log(p(w^j_i|t_k))$$

(6)

4. Experiments

We conducted two sets of experiments. In the first set of experiments, we compared the performance of our approach with the previous studies. The second was to test the capability of our approach in dealing with the unseen words.
using different size of training data.

4.1 Dataset

To evaluate the performance of the proposed approach, we conducted experiments on the Web snippets dataset, as shown in Table 1. Each snippet has an average of 18 words.

We downloaded the English Wikipedia dump of October 8, 2014, which was used for training word embeddings. After removing all the non-roman characters and MediaWiki markups, we had 14,941,377 articles. The hyper-parameters used in Word2Vec were the same as that in Mikolov et al. [17]. To compare our results with the previous studies, we adopted accuracy as the performance metric, which was the proportion of the true results in the test output.

4.2 Comparison with Previous Work

Baseline methods. We compared our method with the following classification algorithms:

(1) TF*IDF+MaxEnt/SVM: We used the method of BoW to represent word and term frequency (TF) and inverse document frequency (IDF) to calculate the feature value. The classifiers of maximum entropy (MaxEnt) and support vector machines (SVM) were adopted.

(2) LDA+MaxEnt: In order to overcome the data sparseness, Phan et al. [1] used LDA to discover hidden topics from external Wikipedia corpus. Then, the expanded topics were integrated with the original short text and fed into MaxEnt classifier.

(3) Multi-Topics+MaxEnt: Based on the work of Phan et al. [1], Chen et al. [10] found that topics of certain granularity were usually not sufficient to set up effective feature spaces. Thus, topics at multiple granularity were used to expand the original short text.

(4) Paragraph Vector+SVMs: Inspired by word2vec [13], Le and Mikolov [18] represented a variable length of document by a fixed-length vector which was trained to predict words in the document. This paragraph vector was thought of as another general word and shared across all contexts generated from the same document.

(5) LSTM: Wang et al. [22] proposed a variation of the standard long short-term memory (LSTM) to model sentences. In their work, the model contained a single LSTM layer followed by an average pooling and a logistic regression layer. They changed the activation of cells output gate which did not depend on the memory cells state for efficient computation.

(6) Semantic-CNN: This method first discovered multi-scale semantic units by a fast clustering algorithm. Instead of the original short text, these meaningful units were combined and fed into convolutional layer, followed by max-pooling operation [5].

(7) CCNN: Based on the work of Semantic-CNN, Wang et al. [22] expanded short texts based on word embeddings clustering and used them to combine with the original words embeddings matrix. Finally, the expanded matrices were fed into the network of CNN.

With the same setup of experimental data, the comparisons of our method against the 7 baselines are given in Table 2. Baseline (1) is relatively weak because they ignore semantics of the words. Baselines (2) (3) are the traditional methods which take the short text document as a bag of words and use hidden topics to expand the original data. Semantic-CNN and CCNN perform better because they utilize word clustering method to enrich the representation of the short text. Unlike normal documents, short texts are usually noisier, less topic-focused, and much shorter. Through baselines (4) (5) are the state-of-the-art methods which have been shown effective in many semantic analysis tasks, the small length of short text without external information still heavily affects the classification performance. In general, our methods achieve the highest accuracy which show the effectiveness of the proposed model.

4.3 Dealing with Unseen Words

To validate the importance and influence of the size of training data in our approach, we increase the size of training data from 1,000 to 10,000 and measure the performance on the same test set. Since less training data will lead to more unseen words in the test phase, this experiment shows the capability in coping with unseen words, as shown the line of “unseen words” in Fig. 1.

The results of this experiment are shown in Fig. 1. It can be seen that our approach based on the Gaussian model with word embeddings achieved good performance using relatively small data and reduced the cost of collecting and annotating training data.

---

1 Available at http://download.wikipedia.com/enwiki/.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Training data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>business</td>
<td>1,200</td>
<td>300</td>
</tr>
<tr>
<td>computer</td>
<td>1,200</td>
<td>300</td>
</tr>
<tr>
<td>cul.-arts-ent.</td>
<td>1,880</td>
<td>330</td>
</tr>
<tr>
<td>engineering</td>
<td>220</td>
<td>150</td>
</tr>
<tr>
<td>health</td>
<td>880</td>
<td>300</td>
</tr>
<tr>
<td>politics-soc.</td>
<td>1,200</td>
<td>300</td>
</tr>
<tr>
<td>sports</td>
<td>1,120</td>
<td>300</td>
</tr>
<tr>
<td>edu.-sci.</td>
<td>2,360</td>
<td>300</td>
</tr>
<tr>
<td>Total</td>
<td>10,060</td>
<td>2,280</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF+MaxEnt</td>
<td>65.75</td>
</tr>
<tr>
<td>TF-IDF+SVM</td>
<td>66.1</td>
</tr>
<tr>
<td>LDA+MaxEnt</td>
<td>82.18</td>
</tr>
<tr>
<td>Multi-Topics+MaxEnt</td>
<td>84.17</td>
</tr>
<tr>
<td>Paragraph Vector+SVMs</td>
<td>61.9</td>
</tr>
<tr>
<td>LSTM</td>
<td>63.0</td>
</tr>
<tr>
<td>Semantic-CNN</td>
<td>85.1</td>
</tr>
<tr>
<td>CCNN</td>
<td>85.5</td>
</tr>
<tr>
<td>Proposed without expansion</td>
<td>85.48</td>
</tr>
<tr>
<td>Proposed</td>
<td>85.8</td>
</tr>
</tbody>
</table>
5. Conclusion

In this paper, we proposed to use Gaussian-Bayesian model with continuous word embeddings for short text classification. Experimental results showed the effectiveness of the proposed approach. For future work, we would like to investigate how continuous word embeddings will work on other genres of short texts like microblogs or on conventional (long) texts, in topic and sentiment classification.
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