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SUMMARY This paper provides a mobile agent based distributed variational Bayesian (MABDVBA) algorithm for density estimation in sensor networks. It has been assumed that sensor measurements can be statistically modeled by a common Gaussian mixture model. In the proposed algorithm, mobile agents move through the routes of the network and compute the local sufficient statistics using local measurements. Afterwards, the global sufficient statistics will be updated using these local sufficient statistics. This procedure will be repeated until convergence is reached. Consequently, using this global sufficient statistics the parameters of the density function will be approximated. Convergence of the proposed method will be also analytically studied, and it will be shown that the estimated parameters will eventually converge to their true values. Finally, the proposed algorithm will be applied to one-dimensional and two dimensional data sets to show its promising performance.
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1. Introduction

Sensor networks are composed of several intelligent sensor nodes, which are distributed over an environment and collect the required information. This kind of networks has a wide range of application in various fields such as industrial productions, environmental monitoring, automatic transportation systems, and traffic control[1]. Parameter estimation in a sensor network using local computation and information exchange between neighbor nodes is called distributed estimation. Unlike the centralized estimation, in distributed estimation it is not necessary to send local observations collected by all the sensors to a powerful central node. As a result the complexity and resource consumption will be reduced, and distributed estimation is more flexible and robust to node and/or link failure [2], [3]. Recently, many distributed estimation algorithms have been proposed, such as distributed recursive least square (RLS) [4], distributed least-mean square (LMS) [5], distributed sparse estimation [6], [7], distributed expectation maximization (EM) algorithm [8], distributed Gaussian process regression [9], and distributed variational Bayesian (VB) algorithm [10].

The EM algorithm is a powerful method for density estimation and data clustering in sensor networks [11]. Distributed EM (DEM) algorithm for data clustering and density estimation assuming Gaussian mixture model and finite mixture of component for measurements can be found in [12]–[16]. In addition, convergence analysis of DEM algorithm has been done in [14]. Computation of maximum-likelihood estimate in presence of incomplete observation using EM algorithm has been studied in [17]. Diffusion based EM algorithm for distributed density estimation in sensor networks using noisy observations has been found in [18], [19]. The parameters of a Gaussian mixture model can be estimated using the EM algorithm, while in the Variational Bayesian algorithm, a probability density function can be obtained for each of the parameters. In EM algorithm, not only the number of components of the Gaussian mixture model cannot be estimated but also when the model order is greater than the real order of the observed data in EM algorithm, singularity in the estimated parameters may be happened, which is not desired. On the other hand, using the VB algorithm the order of the mixture model can be also estimated. Therefore, the VB algorithm provides complete information for each parameter.

Recently, variational methods have been used in parameter estimation especially in finite mixture models. As it mentioned, one of the advantages of the variational based method is the ability to estimate the order of mixture model. A distributed variational Bayesian algorithm (DVBA) for data clustering and density estimation in sensor networks was proposed in [20], [21]. Measurements of the sensors in these references are modeled by a common Gaussian mixture model. The convergence analysis of the mentioned DVBA was also investigated using variational free energy. A variational Bayesian estimate for normal mixture model using an iterative approach was studied in [22]. In addition, it was shown that the variational Bayesian estimator converged to the maximum likelihood estimator in especial conditions at rate $O(1/N)$ as the sample size $N$ goes to infinity. The aforementioned DVBA require that the global summary quantities be transmitted through the entire network. Furthermore, since the algorithm needs to access all nodes in each updating step, its fault tolerance is poor. In traditional client/server based scheme in sensor networks, all the clients should send their observation to the server for data fusion, which results in a high network traffic. In this scheme if any fault happens in the server, the network will not work properly. To solve this problem in sensor networks, mobile agents have been proposed [23], [24].

Intelligent transport systems have been attracting increasing research interest. This is evidenced by recent de-
developments from both automobile industry and the wireless communication that make the vehicles more and more intelligent. Road traffic density estimation provides important information in intelligent transport systems for road planning, intelligent road routing, and road traffic control. Traffic data estimation as a part of intelligent transportation systems (ITS) provides a better traffic handling. The performance of ITS technology is strongly related to the accessibility of exact and on-time estimates of traffic information [25]. Traffic sensor networks consist of distributed devices which monitor traffic system environment, track vehicles and do a broad range of applications such as collaborative processing of information, and gathering data from distributed sources. The mentioned networks have some limited sensing, processing and communication capabilities. For example, Real-time traffic data including mean speed, traffic density and traffic flow are usually gathered by such distributed sensor networks in distributed transportation systems. Assume that the data set distributed over a traffic sensor network is modeled by a Gaussian mixture model. Here, a mobile-agent-based distributed variational Bayesian (MABDVB) algorithm will be proposed for density estimation and data clustering in mentioned sensor network. In MABDVB algorithm, agents move in different routes and execute the DBV algorithm. These agents then carry the required information to the fusion center to be combined. Then, the agents carry the resultant fusion data to sensor nodes to be updated. This procedure will be repeated until a convergence criterion is met. At this moment, the information of each node can be clustered based on the resulting GMM. Decrease in Computational load and required memory of the fusion center is one of the main advantages of the proposed algorithm. Another advantage is decrease in iterations of the VB algorithm and increase in the convergence rate.

The rest of the paper is organized as follows. In Sect. 2, the main problem formulation is given. Section 3 introduces the variational Bayesian algorithm for mixture density estimation, and a distributed algorithm for its implementation is presented. Section 4 develops MABDVB algorithm. Section 5 is devoted to convergence analysis of MABDVB algorithm. The results of simulated and real data sets are presented in Sect. 6. Finally, Sect. 7 concludes the paper.

2. Problem Formulation

Consider a network of M sensors and a d-dimensional random vector \( Y_m \) with probability density function \( f(y_m) \) which corresponds to sensor node \( m \). Each data (measurement) \( y_{m,j} \) of node \( m \) is a realization of the random vector \( Y_m \). The environment is assumed to be a finite mixture setting with \( J \) mixture probabilities \( \alpha_{m,j}, (j = 1, \ldots, J) \).

\[
f(y_m; \alpha_m, \psi) = \sum_{j=1}^{J} \alpha_{m,j} f_j(y_m; \psi_j)
\]

where \( \{\alpha_{m,j}\}_{j=1}^{J}, \psi_j, \) and \( J \) are the mixture probabilities at node \( m \), the set of parameters defining the \( j^{th} \) component, and the number of mixture components, respectively. The mixture probabilities \( \{\alpha_{m,j}\} \) may be changed at different nodes while the parameters \( \psi_j \) are the same throughout the network. The set of data points of the \( m^{th} \) node is represented by \( Y_m = \{y_{m,i}\}_{i=1}^{N_m} \), where \( N_m \) is the number of observations at node \( m \). It is worth noting that measurements of each node are assumed to be independent and identically distributed.

Consider set of missing variables is shown by \( Z_m = \{z_{m,i}\} \) corresponding to \( Y_m = \{y_{m,i}\} \). Each component of \( z_{m,i} = \{z_{m,i}^1, \ldots, z_{m,i}^r\} \) represents a binary vector indicating by which component the data \( y_{m,i} \) is produced. In another words, \( y_{m,i} \) is produced by the \( j^{th} \) component of the mixture if \( z_{m,i}^r = 0 \) for all \( r \neq j \) and \( z_{m,i}^j = 1 \). The pair \( x_{m,i} = (y_{m,i}, z_{m,i}) \) is called the complete data and we write \( X_m = \{Y_m, Z_m\} \) where \( X_m = \{x_{m,i}\} \).

While our approach can be applied to arbitrary models, for simplicity we consider here Gaussian component distributions \( f_j(y_{m,i}; \psi_j) = \mathcal{N}(y_{m,i}; \mu_j, T_j) \) where \( \mu_j \) is the mean and \( T_j \) the precision (inverse covariance) matrix. In this paper, a distributed variational Bayesian algorithm is developed to estimate the Gaussian mixture model parameters using the data set \( \mathcal{Y} = \{Y_m\}_{m=1}^{M} \).

3. The Variational Bayesian Algorithm

Suppose we have observed the data set \( \mathcal{Y} = \{y_j\} \). Here, it is assumed that there is a parametric model with parameters \( \psi \), and some missing or unobserved values are denoted by \( \mathcal{Z} = \{z\} \). For a given \( Y \), the posterior distribution of \( \psi \) conditioned to \( Y \) will be of interest. The main idea of the variational approximation is to approximate the joint conditional density of \( \psi \) and \( Z \), by a more tractable distribution \( \hat{f}(z, \psi) \), by minimizing the Kullback-Leibler (KL) divergence between the approximating density \( \hat{f}(z, \psi) \) and the true joint conditional density \( f(z, \psi|y) \). The variational approximation will tend to a tight lower bound on the log likelihood \( L = \log f(y) \). A lower bound for \( L \) can be written as follows:

\[
\log f(y) = \log \int \sum_{z} f(y, z; \psi) d\psi \\
= \log \int \sum_{z} \hat{f}(z, \psi) \frac{f(y, z; \psi)}{\hat{f}(z, \psi)} d\psi \\
\geq \int \sum_{z} \hat{f}(z, \psi) \log \frac{f(y, z; \psi)}{\hat{f}(z, \psi)} d\psi
\]

The last term was obtained by Jensen’s inequality. This lower bound is denoted by \( \mathcal{F} \), that represents the variational free energy.

3.1 Variational Method for Mixtures of Gaussian Distributions

In this section the variational Bayesian method will be applied to estimate the density of a Gaussian mixture model.
Consider a mixture of $J$ Gaussian distributions with unknown means, variances and mixing weights as:

$$f (y; \alpha, \psi) = \sum_{j=1}^{J} \alpha_j \mathcal{N}(y; \mu_j, T_j)$$

(3)

The mixing weights are assigned a Dirichlet prior distribution

$$f_{\alpha} (\alpha) = \text{Dir} \left( \alpha; a_1, \ldots, a_J \right)$$

(4)

where

$$\text{Dir} \left( \alpha; a_1, \ldots, a_J \right) = \frac{1}{B(a)} \prod_{j=1}^{J} \alpha_j^{a_j - 1}$$

(5)

In the right hand side of the above equation the multinomial beta function can be expressed in terms of the gamma function as follows

$$B(a) = \frac{\Pi_{j=1}^{J} \Gamma(a_i)}{\Gamma(\sum_{i=1}^{J} a_i)}$$

(6)

Distribution of the means are based on independent multivariate normal conjugate priors, conditional to the covariance matrices, as follows

$$f_{\mu|T} (\mu|T) = \prod_{j=1}^{J} \mathcal{N}(\mu; m_j^0, \left(b_j^0 T_j \right)^{-1})$$

(7)

where $\mu = (\mu_1, \ldots, \mu_J)$ and $T = (T_1, \ldots, T_J)$. And distribution of the precision matrices are given using independent Wishart prior distributions,

$$f_T (T) = \prod_{j=1}^{J} \mathcal{W} \left( T_j; \nu_j, \Sigma_j^0 \right)$$

(8)

where

$$\mathcal{W} \left( T_j; \nu_j, \Sigma_j^0 \right) = \frac{\left| T_j \right|^{\nu_j/2 - 1} \exp \left( -\frac{1}{2} \Sigma_j^0 T_j \right)}{2^{\nu_j/2} \pi^{\nu_j/2} \left| \Sigma_j^0 \right|^{1/2} \prod_{i=1}^{d} \Gamma \left( \frac{1}{2} (\nu_j + 1 - i) \right)}$$

(9)

As a result, the joint distribution of all of the random variables is given by

$$f (y, z, \psi) = f (y, z|\psi) f (\alpha) f (\mu|T) f (T)$$

(10)

The quantities $a_j^0, m_j^0, b_j^0, \nu_j^0$ and $\Sigma_j^0$ are called hyperparameters. Using the variational approximations, the posterior distributions are

$$\hat{f}_\alpha (\alpha) = \text{Dir} \left( \alpha; \hat{a}_1, \ldots, \hat{a}_J \right)$$

(11)

$$\hat{f}_{\mu|T} (\mu|T) = \prod_{j=1}^{J} \mathcal{N}(\mu; \hat{m}_j, \left(b_j T_j \right)^{-1})$$

(12)

$$\hat{f}_T (T) = \prod_{j=1}^{J} \mathcal{W} \left( T_j; \nu_j, \Sigma_j \right)$$

(13)

where the hyperparameters given by

$$a_j = a_j^{(0)} + \sum_{i=1}^{N} \Phi_{i,j}$$

(14)

$$b_j = b_j^{(0)} + \sum_{i=1}^{N} \Phi_{i,j}$$

(15)

$$m_j = \frac{b_j^{(0)} m_j^{(0)} + \sum_{i=1}^{N} \Phi_{i,j} y_i}{b_j^{(0)}}$$

(16)

$$\Sigma_j = \Sigma_j^{(0)} + \sum_{i=1}^{N} \Phi_{i,j} y_i y_i^T + b_j^{(0)} m_j^{(0)} y_i^T - b_j m_j m_j^T$$

(17)

and

$$\nu_j = \nu_j^{(0)} + \sum_{i=1}^{N} \Phi_{i,j}$$

(18)

where

$$\Phi_{i,j} = \frac{\Phi_{i,j}}{\sum_{j=1}^{J} \Phi_{i,j}}$$

(19)

$$\Phi_{i,j} = \frac{n_i}{2} T_j^{1/2} e^{-\frac{1}{4}(y_i-m_j)^T T_j(y_i-m_j)}$$

(20)

$$\tilde{a}_j = \exp \left( \int \hat{f} (\alpha) \log \alpha d\alpha \right)$$

(21)

$$T_j = \exp \left( \int \hat{f} (T_j) \log |T_j| dT_j \right)$$

(22)

$$E[T_j] = \nu_j \Sigma_j^{-1}$$

(23)

It is worth noting that if the previous procedure is done using only the local data (measurements) of a node, the resulting method is called a standard VB algorithm. On the other hand, in a centralized VB algorithm, all of the nodes of the sensor network send their raw data (measurements) to a center node where the VB algorithm (the previous procedure) is executed.

### 3.2 Distributed Variational Bayesian Algorithm

In this subsection, observed data is assumed to be distributed in a network with $M$ nodes using a finite mixture of components. Since the observed data is distributed in $M$ different nodes, first we define a vector of sufficient statistics as:

$$S_j = \left[ GSS_1, GSS_2, GSS_3 \right]$$

(24)

where $j$ and $\tau$ are the component and iteration number, respectively. The global sufficient statistics are defined as follows

$$GSS_1 = \sum_{m=1}^{N_0} \sum_{i=1}^{N} SSS_1^{m,i,j}$$

(25)

$$GSS_2 = \sum_{m=1}^{N_0} \sum_{i=1}^{N} SSS_2^{m,i,j}$$

(26)
where the $SS \cdot_1^{t,i}_{m,j}$ is the local quantity calculated at node $m$ and iteration $t$ as follows

$$SS \cdot_1^{t,i}_{m,j} = \frac{\varphi_i^t_{m,i,j}}{\sum_{j=1}^{N} \varphi_i^t_{m,i,j}}$$

(28)

$$\varphi_i^t_{m,i,j} = \alpha_i^{t-1} \left( \hat{T}_j^t \right)^{\frac{1}{2}} e^{-\frac{1}{2} (y_{m,i} - m_i^t)^T E[T_{j_i}^{-1}] (y_{m,i} - m_i^t)}$$

(29)

At node $m$, the local summary statistics can be computed using:

$$LSS \cdot_1^{t,i}_{m,j} = \frac{\sum_{i=1}^{N_m} SS \cdot_1^{t,i}_{m,i,j}}{N_m}$$

(30)

$$LSS \cdot_2^{t,i}_{m,j} = \frac{\sum_{i=1}^{N_m} SS \cdot_1^{t,i}_{m,i,j} y_{m,i}}{N_m}$$

(31)

$$LSS \cdot_3^{t,i}_{m,j} = \frac{\sum_{i=1}^{N_m} SS \cdot_1^{t,i}_{m,i,j} y_{m,i}^T y_{m,i}}{N_m}$$

(32)

Then the global sufficient statistics can be updated using the following equations, and it will be sent to the next node (node $m + 1$)

$$GSS \cdot_1^{t+1} = GSS \cdot_1^{1} + LSS \cdot_1^{1}_{m,j}$$

(33)

$$GSS \cdot_2^{t+1} = GSS \cdot_2^{1} + LSS \cdot_2^{1}_{m,j}$$

(34)

$$GSS \cdot_3^{t+1} = GSS \cdot_3^{1} + LSS \cdot_3^{1}_{m,j}$$

(35)

After updating the global sufficient statistics, the hyperparameters can be updated using the following equations,

$$a_j^t = a_j^0 + GSS \cdot_1^{t}$$

(36)

$$b_j^t = b_j^0 + GSS \cdot_1^{t}$$

(37)

$$m_j^t = m_j^0 + GSS \cdot_2^{t}$$

(38)

$$\Sigma_j^t = \Sigma_j^0 + GSS \cdot_3^{t} + b_j^0 m_j^0 m_j^0 - b_j^t m_j^t m_j^t$$

(39)

$$\nu_j^t = \nu_j^0 + GSS \cdot_1^{t}$$

(40)

It is worth noting that using the vector of sufficient statistics, each node can compute all of the required parameters based on the variational Bayesian algorithm. Finally the mean of the parameters $\mu_j^t$, $T_j^t$ and $\alpha_j^t$ can be computed using the following equations,

$$E[\mu_j^t] = m_j^t$$

(41)

$$E[T_j^t] = \nu_j^t (\Sigma_j^t)^{-1}$$

(42)

$$\alpha_j^t = \frac{GSS \cdot_1^{t}}{N}$$

(43)

where $N = \sum_{m=1}^{M} N_m$. This process iterates until the convergence criteria is met.

4. The Mobile Agent Based Distributed Variational Bayesian (MABDVB) Algorithm

In this section a novel MABDVB algorithm is proposed for density estimation and clustering of a finite mixture model in a distributed sensor network. It is assumed that the nodes of the network can be organized in a multiring topology. Consider a distributed sensor network of $M$ nodes, a fusion center, and $K$ mobile agents. Suppose that the nodes can be organized in $K$ independent routes. In the proposed algorithm, the agents move throughout the independent routes and collect the information while executing the VB algorithm in an iterative manner. For example, at iteration $t$, the agents migrate through different nodes of the different routes; execute the VB algorithm at each node. Afterwards, the agents carry the resulted sufficient statistics to the next node in each route. Finally, all agents will carry the sufficient statistics of each route to the fusion center, and the sufficient statistics of all routes will be combined to compute a new global sufficient statistics. Then, at iteration $t + 1$, the mobile agents will carry the updated global sufficient statistics vector to different routes, where it will be updated using the local measurements. This procedure will be done iteratively until convergence is reached. The MABDVB algorithm will be presented in details in the following.

At iteration $t+1$ of the MABDVB algorithm, the mobile agents carry the global sufficient statistics values $GSS \cdot_1^t$, $GSS \cdot_2^t$ and $GSS \cdot_3^t$ from the node $m - 1$ to node $m$ in each route, and the hyperparameters will be calculated using the Eqs. (36)–(40). Then, the mean of the parameters $\mu_j^t$ and $T_j^t$ will be computed using Eqs. (41) and (42). Using Eq. (28), the value of $SS \cdot_1^{t,i}_{m,j}$ can be calculated and consequently from the Eqs. (30)–(32) the local sufficient statistics will be calculated. Finally, at node $m$ in each route the mixture probability and the global sufficient statistics will be updated using the following equations,

$$\alpha_{j,m}^{t+1} = \frac{LSS \cdot_1^{t,i}_{m,j}}{N_m}$$

(44)

$$GSS \cdot_1^{t+1} = GSS \cdot_1^{1} + LSS \cdot_1^{t+1}_{m,j} - LSS \cdot_1^{1}_{m,j}$$

(45)

$$GSS \cdot_2^{t+1} = GSS \cdot_2^{1} + LSS \cdot_2^{t+1}_{m,j} - LSS \cdot_2^{1}_{m,j}$$

(46)

$$GSS \cdot_3^{t+1} = GSS \cdot_3^{1} + LSS \cdot_3^{t+1}_{m,j} - LSS \cdot_3^{1}_{m,j}$$

(47)

Then the mobile agents will carry the updated global sufficient statistics values $\{GSS \cdot_1^{t+1}, GSS \cdot_2^{t+1}, GSS \cdot_3^{t+1}\}$ to the next node and the aforementioned process will be iterated. After the last node, mobile agents will carry the global sufficient statistics vectors to the fusion center. The preceding process will be done by all of mobile agents in different routes independently. Injection of the mobile agents in different routes at the beginning of each iteration and receive them and fusion of the global sufficient statistics of all the routes after the last iteration is done by fusion center. Suppose that the final global sufficient statistics vector of the $k$'th route denoted by $GSS \cdot_1^k$. After the last iteration, when
the fusion center receives the global sufficient statistics vectors, they will be averaged using the following equation.

\[ GSS^{t+1} = \frac{\sum_{k=1}^{K} D_k \cdot GSS'_k}{\sum_{k=1}^{K} D_k} \]  

(48)

where \( D_k \) denotes the number of data points in \( k \)'th route, and the total number of routes in the network is denoted by \( K \). At the next iteration \( t + 1 \), the resulting global sufficient statistics vector \( (GSS^{t+1}) \) will be carried to different routes by the mobile agents, and the preceding procedure will be repeated until reaching convergence.

In the proposed MABDVB algorithm, the variations of the log-likelihood function can be used to obtain the convergence criterion. If this variation is less than or equal to a certain threshold value, the algorithm will stop. In the proposed algorithm, after updating parameters using the local data of each node, the value of local log-likelihood function corresponding to each can be calculated using the following equation,

\[ \mathcal{L}(\theta) \equiv \sum_{i=1}^{N} \log \left( \sum_{j=1}^{J} \alpha_{i,j} \mathcal{N}(y_{i,j} | \mu_{i,j}, \Sigma_{i,j}) \right) \]  

(49)

The MABDVB algorithm stops whenever \( \mathcal{L}(\theta^{t+1}) - \mathcal{L}(\theta^t) \) becomes less than the convergence threshold value.

The proposed MABDVB algorithm can be represented in a stepwise procedure as follows.

1. A mobile agent is assigned to each dependent route.
2. Mobile agents move through the assigned routes, and each agent performs the following,
   - Calculates the local sufficient statistics using (28)–(32) based on local measurements.
   - Updates the values of the mixture probability and global sufficient statistics using (44)–(47).
   - Updates the values of hyperparameters using (36)–(40), and then calculates the mean of the parameters (41) and (42).
3. Each mobile agent carries the global sufficient statistics vector of its corresponding route to the fusion center to be combined using (48).
4. If the convergence criterion is reached, the algorithm will be stopped; otherwise, the resulting global sufficient statistics vector is sent to different routes using the mobile agents, and step 2 will be repeated.

5. Convergence Analysis of the Proposed Algorithm

In the variational approximation, the variational free energy \( \mathcal{F}(\hat{f}_z, \hat{f}_\theta) \) provides a lower bound on the log-likelihood value. At each iteration of the variational Bayesian algorithm, the value of \( \mathcal{F} \) will be optimized with respect to the selected posterior distributions \( \hat{f}_z \) and \( \hat{f}_\theta \). It should be noted that \( \hat{f}_\theta \) and \( \hat{f}_z \) are the density of the parameters vector \( \theta \) and missing variable \( z \), respectively. The negative free energy can be represented as

\[
\mathcal{F}(\hat{f}_z, \hat{f}_\theta) = \int \sum_{z} \hat{f}_\theta(\theta) \hat{f}_z(z) \log \frac{f(y, z, \theta)}{\hat{f}_\theta(\theta) \hat{f}_z(z)} \, d\theta = \log f(y) - KL(\hat{f}_\theta \| \hat{f}_\theta) = \mathcal{L}(y) - KL(\hat{f}_\theta \| \hat{f}_\theta) \]  

(50)

where \( KL(\hat{f}_\theta \| \hat{f}_\theta) \) represents the Kullback-Leibler (KL) divergence criteria between \( \hat{f}_\theta \) and \( f_\theta \). A graphical representation of the negative free energy is also illustrated in Fig. 1. This figure shows that \( \mathcal{F} \) provide a lower bound on the log-likelihood function, and the difference between these values is KL divergence criterion.

In the proposed MABDVB algorithm, it is assumed that the data sets of different nodes are independent. As a result we have \( \hat{f}_z = \prod_{m=1}^{M} \hat{f}_{z_m} \) and \( \hat{f}_\theta = \prod_{m=1}^{M} \hat{f}_{\theta_m} \). Therefore, the \( \mathcal{F} \) function is equal to the sum of local negative free energy over all of the network nodes as follows,

\[
\mathcal{F}(\hat{f}_\theta, \hat{f}_z) = \sum_{m=1}^{M} \mathcal{F}_m(\hat{f}_{\theta_m}, \hat{f}_{z_m}) \]  

(51)

where \( \mathcal{F}_m \) is the local negative free energy at node \( m \), and it can be written as

\[
\mathcal{F}(\hat{f}_\theta, \hat{f}_z) = \sum_{m=1}^{M} \mathcal{F}_m(\hat{f}_{\theta_m}, \hat{f}_{z_m}) = \sum_{m=1}^{M} \left[ \int \sum_{x} \hat{f}_{\theta_m}(\theta_m) \hat{f}_{z_m}(z_m) \log \frac{f(Y_m, Z_m, \theta_m)}{\hat{f}_{\theta_m}(\theta_m) \hat{f}_{z_m}(z_m)} \, d\theta_m \right] \]  

(52)

To improve convergence of the proposed MABDVB algorithm, it should be shown that the value of \( \mathcal{F} \) increasingly moves toward its maximum value at each node. In other words, it should be exposed that \( \mathcal{F} \) is a non-decreasing function. In this case, assuming that \( \mathcal{F} \) is a local maximum value and that initial values of the parameters are selected appropriately, the proposed algorithm will eventually converge to its fixed point.

In the proposed MABDVB algorithm, at each node \( m \), first the value of \( \hat{f}_{z_m}(z_m) \) is calculated such that the value of \( \mathcal{F}_m \) is maximized with respect to \( \hat{f}_{z_m} \), then the value of...
\( f_\theta (\theta_m) \) is calculated to maximize \( F_m \) with respect to \( f_\theta \). In other words, updating the value of local sufficient statistics maximizes the value of \( F_m \) with respect to \( f_\theta \), and by calculating the hyperparameters the value of \( F_m \) will be maximized with respect to \( f_\theta \). Therefore, the final value of \( F_m \) in each route will be maximized. At the end of each iteration, the new global sufficient statistic values of all agents will be calculated using (48) in the fusion center. In fact, the new global sufficient statistics obtained by averaging the global sufficient statistics of all the mobile agents that results in averaging the \( F \) values of all of the routes. It is shown that the \( F \) values of all of the routes have increased (or at least not decreased), thus their average value will not decrease. Therefore, it can be concluded that MABDVB is a non-decreasing algorithm, and the proposed algorithm will be converged to the optimal parameters.

6. Simulation Results

In this section the performance of the proposed MABDVB algorithm will be illustrated in different one-dimensional and two-dimensional data cases. The MATLAB software has been used for the simulations.

6.1 One Dimensional Data

Consider a single-ring sensor network that has 50 nodes and a fusion center. Each node contains 100 sensor measurements. It is assumed that measurements of each node can be modeled with a mixture of Gaussians. Consider a 1-D data set simulated from a three-component Gaussian mixture given by

\[
0.2N(3, 0.25) + 0.3N(0, 0.25) + 0.5N(-2, 0.25)
\]

The true and estimated parameters obtained from MABDVB and centralized VB algorithms are presented in Table 1. The values of the estimated means and variances of the parameters are presented in this table. As it is shown in this table, very good estimates of the true values have been obtained. The estimated values using the MABDVB algorithm are closer to the true values than those using the centralized VB algorithm. The true density of the simulated data set and the density fitted by MABDVBA and centralized VBA are also illustrated in Fig. 2. Referring to this figure, the estimated probability density function using both algorithms closely approximates the true one; however the MABDVB algorithm is more accurate than the centralized one. Figure 3 can be used for comparison between the convergence speed of the proposed algorithm and the centralized VB algorithm. In both centralized and MABDVB algorithms using equal number of nodes and data points at each node of the network, the iteration number of both algorithm can be seen in Fig. 3. As shown in this figure, the number of iterations of the MABDVB algorithm is less than that of the centralized for different number of nodes. Indeed, faster convergence rate of the proposed MABDVB algorithm is obvious.

<table>
<thead>
<tr>
<th>Component</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>True values</td>
<td>means</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>True values</td>
<td>variances</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Estimated values using centralized VB</td>
<td>means</td>
<td>-3.03</td>
<td>-0.132</td>
</tr>
<tr>
<td>Estimated values using centralized VB</td>
<td>variances</td>
<td>0.267</td>
<td>0.236</td>
</tr>
<tr>
<td>Estimated values using MABDVB</td>
<td>means</td>
<td>-3.017</td>
<td>-0.008</td>
</tr>
<tr>
<td>Estimated values using MABDVB</td>
<td>variances</td>
<td>0.238</td>
<td>0.251</td>
</tr>
</tbody>
</table>

Fig. 2 True and fitted Density function using MABDVBA and centralized VBA

Fig. 3 Number of iterations of MABDVB and Centralized VB algorithms for different number of nodes.

6.2 Two Dimensional Data

Traffic modeling, estimation, and prediction can be considered as a duty of intelligent transportation systems. In this subsection the proposed MABDVB algorithm will be used to estimate the density function in a freeway. Traffic flow and mean traffic speed are the parameters to be estimated. A
statistical GMM has been considered, and traffic measurements, are obtained by some inductive loop detectors. The proposed MABDVB algorithm is used to estimate the parameters of the GMM in a distributed manner. Consider a traffic sensor network with 50 nodes ($M = 50$) for simulation. The sensors are placed in a square $25km \times 25km$ based on traffic engineering principal and the best geographical position. Each node has 100 data observations ($N_m = 100$), and the observations are generated from three Gaussian components ($J = 3$). The data distribution is shown in Fig. 4. Each of the Gaussian components is a 2D Gaussian density, which can represent 2D environment data clusters. In the first 20 nodes (nodes 1 to 20), 40% of observations come from the second Gaussian component, and the other 60% of observations evenly come from the other two Gaussian components. In the next 15 nodes (nodes 21 to 35), 40% of observations come from the third component, and in the last 15 nodes (36 to 50), 40% of observations come from the first component. Other observations of these 30 nodes evenly come from the other two Gaussian components.

For comparison, first the standard VB algorithm is executed in each node using only local data. After that, the proposed MABDVB algorithm will be used to estimate the parameters in all nodes. True and fitted means and variances using the standard VBA and the proposed algorithm are presented in Table 2. The estimated mean values of flow using standard VB algorithm and proposed algorithm are shown in Fig. 5, and the estimated speed mean values using the mentioned algorithms are represented in Fig. 6.

As shown, the curve of the estimated mean values of each component using MABDVB algorithm are almost constant and very close to the true values for all nodes. Therefore, the proposed algorithm provides a more accurate estimate of the parameters than the standard VB algorithm. The true density of the simulated data set and the density fitted by MABDVB and centralized VB algorithms are also illustrated in Fig. 7. Referring to this figure, the estimated prob-

---

**Table 2** True and estimated parameters using the MABDVB and centralized VB algorithms.

<table>
<thead>
<tr>
<th>Component</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>True values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>26</td>
<td>31</td>
<td>36</td>
</tr>
<tr>
<td>Covariances</td>
<td>5 0 1</td>
<td>5 0 1</td>
<td>5 0 1</td>
</tr>
<tr>
<td>Estimated values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>26.04</td>
<td>30.93</td>
<td>36.01</td>
</tr>
<tr>
<td>Covariances</td>
<td>4.9 0.0 1.0</td>
<td>5.3 0.1 1.0</td>
<td>5.0 0.1 0.9</td>
</tr>
<tr>
<td>(centralized VB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>25.98</td>
<td>30.98</td>
<td>36.02</td>
</tr>
<tr>
<td>Covariances</td>
<td>4.8 0.1 1.0</td>
<td>4.9 0.0 1.0</td>
<td>5.1 0.0 0.9</td>
</tr>
<tr>
<td>(MABDVB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>26.04</td>
<td>30.93</td>
<td>36.01</td>
</tr>
<tr>
<td>Covariances</td>
<td>4.9 0.0 1.0</td>
<td>5.3 0.1 1.0</td>
<td>5.0 0.1 0.9</td>
</tr>
</tbody>
</table>

**Fig. 4** Data distribution

**Fig. 5** Estimated mean values of flow using MABDVB (solid line) and standard VB (dashed line) algorithms in a network with 50 nodes.

**Fig. 6** Estimated mean values of speed using MABDVB (solid line) and standard VB (dashed line) algorithms in a network with 50 nodes.
two-dimensional data sets. The simulation results illustrate the good performance of the proposed algorithm for one-dimensional and distributed sensors. The proposed method has been used for flow and speed density prediction with distributed traffic detectors. Convergence of the proposed method has been also studied, and it has been proven that the estimated parameters will eventually converge to the true values. Also, the proposed method has been used for flow and speed density prediction with distributed traffic sensors. The simulation results illustrate the good performance of the proposed algorithm for one-dimensional and two-dimensional data sets.

7. Conclusion

In this paper, a MABDVB algorithm has been proposed for distributed density estimation in sensor networks. In the proposed method, the mobile agents execute the VB algorithm by moving between different nodes and carry the resulting statistics vector to the fusion center at the end of iterations to be updated. Convergence of the proposed method has been also studied, and it has been proven that the estimated parameters will eventually converge to the true values. Also, the proposed method has been used for flow and speed density prediction with distributed traffic sensors. The simulation results illustrate the good performance of the proposed algorithm for one-dimensional and two-dimensional data sets.
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