1. Introduction

Knowledge acquisition from academic papers has received much attention since huge digital libraries have become available as a result of database systems and Internet development. Various approaches have been presented to map and visualize the structures of scientific research activities at different levels of granularity including academic papers [1], [2], conferences [3], and researchers [4]–[7]. In particular, analyzing researcher relationships is useful for measuring the influence of authors [4], discovering communities [6], and recommending research collaborators [7].

Conventional methods of academic database analysis can be roughly divided into two approaches on the basis of the features they exploit: the bibliographic metadata and textual content of papers. The bibliographic metadata approach uses author lists or citations to derive co-authorship networks [8] or co-citation networks [8]–[10], to which network analysis methods are applied in order to capture the scientific structure of a target database. In contrast, the recently-proposed textual content approach, uses the words of academic papers to characterize conferences or researchers [3], [5]. One advantage of such a content-based analysis is that it can determine the potential relevance of papers, which cannot be identified by the metadata-based approach. However, these conventional methods have been applied to a limited research domain (e.g., information retrieval and natural language processing), and their usefulness in a large-scale academic database has not been adequately demonstrated. Characterizing researchers’ interests with a set of diverse topics is necessary to develop applications that are useful in an academic environment, for example, promoting interdisciplinary research and recommending collaborators from different research fields.

This paper presents a topic representation of researchers’ interests in a large-scale academic database covering all research fields. The proposed method focuses on the textual content of papers to characterize research fields. Specifically, we use the abstract of each paper, which is generally the longest piece of text that is available from a single paper in large-scale academic databases. In the proposed method, latent Dirichlet allocation (LDA) [11] is applied to a collection of abstracts, and this process results in word distributions for each research topic. With the use of the learned LDA, each abstract in a target researcher’s publications is represented by a topic distribution. All topic distributions are finally summarized as a single vector to represent the researcher’s interests. We conduct experiments using a dataset from CiNii Articles*, the largest academic database in Japan, in order to validate the effectiveness of our approach.

The derived topic representations of researchers are potentially effective for several applications. For example, we use the topic vectors of the researchers for the author disambiguation task, i.e., choosing a correct author for a given paper from researchers who share the same full name [12]–[15]. An added merit of this particular application is that it can be evaluated quantitatively. The experiment results show that the presented topic representation of researchers’ interests achieves better author disambiguation performance than comparative methods that directly use the textual features from abstracts or that are based on metadata.

In summary, the main contributions of this study are twofold. First, to the best of our knowledge, this work is the first to represent researchers’ interests in a large-scale academic database that includes not a specific, but a diverse range of research fields in Japan. Second, we show the applicability of the topic representation of researchers

*http://ci.nii.ac.jp/en
to author disambiguation. The remainder of this paper is organized as follows. Section 2 provides a brief review of related studies. Section 3 presents a topic model-based approach that represents researchers’ interests with the use of the textual features of academic papers. Section 4 describes an application of the proposed method to the author disambiguation problem. Section 5 presents the results of the experiments to verify the effectiveness of the proposed method. Finally, Sect. 6 gives a summary and some possible directions for future work.

2. Related Work

2.1 Knowledge Discovery from Academic Databases

Knowledge discovery from academic databases has a long history in bibliometrics research, with most conventional methods using the bibliographic metadata of papers. Small [1] assumed that more frequently co-cited papers are more related and analyzed paper co-citation relationships. This idea was extended to author analysis by White and Griffith [9]; they counted the frequency with which any paper of an author is co-cited with another author in the references of citing papers. Börner et al. [8] constructed a co-authorship network, in which each node corresponds to a researcher, and each edge represents the number of co-authored papers between the researchers. Ding et al. [4] constructed an author co-citation network among the 108 most highly cited authors in the information retrieval field, and calculated the ranks of the authors on the basis of PageRank measures. Radev et al. [10] defined network analysis-based measures to rank authors or papers, and they conducted experiments using a collection of papers published in conferences of natural language processing (NLP).

On the other hand, recently presented methods do not rely on bibliographic metadata but use the textual content of papers. In these methods, topic models have played an important role to describe the content of papers in a low-dimensional feature space. Hall et al. [3] used LDA to calculate the topic distributions of three international conferences related to NLP, and they calculated the similarity between the topic distributions of the conferences. In addition, by calculating the entropy of the topic distribution, the authors quantified the range of research themes that each conference covers. The Hall’s method has been effectively applied to analyze other research fields such as software systems [16]. Lu and Wolfram [5] presented a topic model-based approach to measure the relatedness between researchers. Specifically, they applied the author topic model (ATM) [17], an extension of LDA with author information, to represent each author by a multinomial distribution over topics. However, the analysis in [5] is limited to only 50 researchers, and their research field involved is information science only. Compared with the work in [5], the present study aims to characterize researchers’ interests in a diverse range of research topics, and it shows the usefulness of such an approach in facilitating the management of large-scale academic databases.

2.2 Author Disambiguation in Academic Databases

Author name ambiguity is a well-known and important issue to overcome in an academic database that offers a paper search service [18]. Clustering [12], [13] and identifier assignment [14], [15] are two approaches for author disambiguation. Some digital libraries have introduced the clustering approach in practice to improve the efficiency of author search [19]–[21]. However, the authors in [22] reported that the existing systems have yet to achieve a highly accurate identification.

Author identifier assignment is another name disambiguation approach, which provides direct links between academic papers and a list of researchers. Thomson Reuters provides this type of systems, which is called ResearcherID, and the Open Researcher and Contributor ID (ORCID) initiative attempts to assign global identifiers to authors with the aim of linking several publishers. CiNii Articles, whose overview is described in the Appendix, is also equipped with an author identifier assignment system. These identifiers can offer precise information about an arbitrary author’s research activity in a database, so the evaluation of a researcher’s performance is possible. However, current systems require manual operation by the users themselves or by the database managers. The systems should present to users the results of classifying an author of a given paper into one of the candidate researchers who share the same full name to reduce the time for manual operation. Thus, in this paper, we quantitatively show that our topic representation of researchers’ interests is applicable to the differentiation of a correct author.

3. Topic Representation of Researchers’ Interests in a Large-Scale Academic Database

This section presents a topic model-based approach for representing researcher’s interests in a large-scale academic database. An overview of the proposed method is shown in Fig. 1. Given a training dataset, we first extract the textual features of each paper. Then, we extract the topics by calculating the distributions over words with the use of LDA (see Sect. 3.1). This step enables the characterization of each paper with a set of topics. All publications of the researcher are converted to topic vectors, and the centroid of these vectors is calculated to model a target researchers’ interests (see Sect. 3.2).

3.1 Topic Extraction from an Academic Database

This subsection describes how to extract topics from a target academic database. Suppose that we are given a training dataset consisting of $N$ abstracts from the database, which is denoted by $D$. For each abstract $d \in D$, we extract a vector

\[\text{http://www.researcherid.com/}\]
of words, \( x_d = [x_{d1}, x_{d2}, \ldots, x_{dW_d}] \), where \( W_d \) is the number of words in abstract \( d \). Let \( W \) be the number of unique words in the training dataset, and \( V = [w_1, w_2, \ldots, w_W] \) represents a vocabulary of words.

The words that appear in an academic paper usually reflect a particular set of topics the paper deals with. We use LDA to determine the set of topics that are used in the training dataset. With the assumption that \( K \) topics are found in the database, LDA regards an abstract as a probabilistic distribution of words.

3.2 Characterization of Researchers with the Use of Topics

This section presents an approach to characterize researchers’ interests in a topic space calculated by LDA. Let \( \Omega_r \) be a set of abstracts authored by a target researcher \( r \). From each abstract \( d \in \Omega_r \), its word vector \( x_d \) can be converted to a \( K \)-dimensional topic distribution \( \theta_d \) by an inference in LDA. Our aim is to discover the set of topics expressed by the papers in \( \Omega_r \) and use these to characterize the researcher \( r \). Several possible ways can be used to summarize a set of vectors \( \{ \theta_d | d \in \Omega_r \} \). In this paper, we calculate a centroid of the vectors by using a simple average approach described as follows:

\[
\mathbf{m}_r = \frac{1}{|\Omega_r|} \sum_{d \in \Omega_r} \theta_d,
\]

where \( |\Omega_r| \) denotes the number of abstracts in \( \Omega_r \). The resulting vector encodes the information about research topics that the papers focus on. Such a vector representation of researchers’ interest has several potential applications. For example, to calculate the relatedness between researchers \( r_1 \) and \( r_2 \), we can exploit the similarity between their topic vectors \( \mathbf{m}_{r_1} \) and \( \mathbf{m}_{r_2} \).

The proposed method can be applied to an arbitrary academic database if a set of papers is accurately linked to researchers in the database. As mentioned in Sect. 2.2, current academic databases usually require the manual author identifier assignment because some researchers who share the same full name: this requirement entails time-consuming work. Thus, we try to use the proposed method to solve an author disambiguation problem in the following section.

4. Author Disambiguation Using Topic Representation of Researchers’ Interests

This section describes how to use the proposed topic representation of researchers’ interests as one of its possible applications. We assume that a target database has researcher identifiers. We consider the following situation: when a new abstract \( d_{\text{new}} \) is given to the database, more than one researcher has the same name as that of an author of \( d_{\text{new}} \). The task is to assign the correct researcher identifier to the author. Let us denote a set of researchers whose full names are \( a \) by \( R_a \). To disambiguate the author name \( a \) in \( d_{\text{new}} \), we use a framework illustrated in Fig. 2. First, words from the paper \( d_{\text{new}} \) are converted to a topic distribution \( \theta_{d_{\text{new}}} \). Then, using the topic vectors of the candidate researchers \( \{ \mathbf{m}_r | r \in R_a \} \), we select the correct author as follows:

\[
r^* = \arg\min_{r \in R_a} D(\mathbf{m}_r, \theta_{d_{\text{new}}}),
\]

where \( D(\mathbf{m}_r, \theta_{d_{\text{new}}}) \) is a distance measure between two vectors \( \mathbf{m}_r \) and \( \theta_{d_{\text{new}}} \). By comparing the topic vector of the paper with the topic vector of each researcher, we can disambiguate its author name.
After the identifier of paper $d_{\text{new}}$ is fixed, we update the topic representation of the researcher $r^*$ as follows:

$$m_r := \frac{1}{1 + \theta_{d_{\text{new}}}} \Omega_r$$

$$\Omega_r := |d_{\text{new}} \cup \Omega_r|.$$  

With the use of these equations, the topics of the given abstract can be easily reflected in the latest topic vector of the researcher. This update method is also a contribution of our method to manage the large-scale academic database compared with the most related work [5]: the conventional method [5] assumes that the target academic database is static over time, and it does not show any scheme to update the researcher’s information based on his/her new publications. Thus, if a new paper is added to the database, the method in [5] requires to be trained again using a whole dataset, which is very time-consuming and intractable in a large-scale academic database. On the other hand, our method assumes that the target database is populated with new papers and can efficiently update a researcher’s topic vector using Eqs. (3) and (4) when given his/her new publications.

5. Experiments

In this section, we present experimental results that verify the effectiveness of the proposed method. The details of the datasets used in our experiments are described in Sect. 5.1. Then, the results of topic extraction from the dataset, which represent some researchers’ interests, are presented in Sect. 5.2. Finally, an application of the topic representation of researchers’ interests to author disambiguation is evaluated in Sect. 5.3.

5.1 Dataset

This subsection explains how we constructed a dataset based on CiNii Articles. First, to cover active researchers in all research fields in Japan, we extracted a set of researcher identifiers from the research grant awards database KAKEN. The relationship between CiNii Articles and KAKEN is described in the Appendix. Then, all abstracts written in Japanese by each researcher were retrieved from CiNii Articles: a total of more than 220k papers were identified. By randomly sampling the papers so that the total number of each researcher’s abstracts is less than 15, we constructed a training set of 104,705 papers. To extract a set of words from each abstract in the training set, we performed morphological analysis using MeCab. Specifically, by introducing a list of page names in Wikipedia to MeCab, we regarded named entities as nouns (e.g., “support vector machine” was used as a proper noun). Finally, unigrams and bigrams of consecutive nouns were used as the textual features of the abstract. To reduce the effects of noisy words for training LDA, we discarded words that appeared in more than 5% of the total number of papers or words that appeared in fewer than five papers: a vocabulary that consists of 85,589 words was derived. The details of the training dataset constructed are shown in Table 1.

5.2 Results of Topic Extraction and Representing of Researchers’ Interests

In this subsection, we first present the results of topic extraction, using the training dataset from CiNii Articles. Based on the training dataset, we calculated the topic distributions over words using LDA, as described in Sect. 3.1, in which the number of topics was empirically set as $K = 500$. The LDA hyperparameters $\alpha$ and $\beta$ were set to $50/K$ and 0.01, respectively. Note that these model parameters can be automatically selected based on the training dataset using sophisticated methods [25], [26], which will be investigated in future work. Table 2 shows a few examples of the extracted topics. The table shows that the extracted topics span a diverse range of research fields, including sociology, programming, architecture, and clinical medicine. We can also see that the extracted topics were at different granularities: for example, Topic 358 corresponds to a specific research theme (optical communication), while Topic 432

| Number of papers | 104,705 | Number of researchers | 31,399 | Number of unique words | 85,589 | Average number of words per a paper | 49 |

Table 1 Details of the training dataset used in the experiments.
Table 2  Examples of topics extracted from the training dataset. Our interpretations of the topics are in bold text.

<table>
<thead>
<tr>
<th>Topic 22</th>
<th>Topic 25</th>
<th>Topic 47</th>
<th>Topic 172</th>
</tr>
</thead>
<tbody>
<tr>
<td>rice cropping</td>
<td>sociology</td>
<td>programming</td>
<td>histochemistry</td>
</tr>
<tr>
<td>flooding</td>
<td>0.0377</td>
<td>social</td>
<td>0.1016</td>
</tr>
<tr>
<td>weedkiller</td>
<td>0.0274</td>
<td>society</td>
<td>0.0355</td>
</tr>
<tr>
<td>plowing</td>
<td>0.0228</td>
<td>cultural</td>
<td>0.0240</td>
</tr>
<tr>
<td>cc</td>
<td>0.0206</td>
<td>sense of values</td>
<td>0.0216</td>
</tr>
<tr>
<td>paddy field</td>
<td>0.0201</td>
<td>community</td>
<td>0.0120</td>
</tr>
<tr>
<td>yield</td>
<td>0.0178</td>
<td>opinion</td>
<td>0.0118</td>
</tr>
</tbody>
</table>

Table 3  Details of the testing dataset used in an author disambiguation experiment.

| Number of papers | 6,632 |
| Number of researchers | 345 |
| Number of unique full names | 166 |

(1.3 Results of an Application to Author Disambiguation

This subsection evaluates the applicability of the proposed method to the author disambiguation problem. For the experimental setup, we first extracted a set of researchers who share the same names from the active researchers in KAKEN. Then, we collected their publications from CiNii Articles to construct a testing dataset for author disambiguation. The details of the testing dataset constructed are shown in Table 3. To conduct the experiment, we consider the practical case, in which new papers are added to the target database day by day. The experiment procedure is as follows: for a researcher name \(a\), all papers of researchers who share the name \(a\), i.e., \(\{d \in \Omega | r \in R_a\}\), were sorted in the ascending order of the publication dates. Each researcher in \(R_a\) was assigned the first paper, and from this, the researchers topic vector was calculated. Then, taking any other paper from the set, we selected the suitable author of the paper from \(R_a\) on the basis of the topic vectors calculated by this time point. To calculate Eq. (2), we used
the cosine distance between two vectors. After author identification, the topic vector of the correct author was updated according to Eqs. (3) and (4), and this process was iterated.

For performance comparison, we also applied the traditional vector space model (VSM) [27]. In VSM, each researcher is represented as the average vector of word vectors from all publications. Specifically, the following three versions of VSM were applied:

- **VSM_Stop.** VSM_Stop discards highly frequent words and very rare words in the same way as in the proposed method.
- **VSM_All.** VSM_All uses all words of papers without removing stopwords.
- **VSM_TFIDF.** VSM_TFIDF uses all words of papers, which are weighted with TF-IDF [28].

For reference, we compared the performance of our topic-based features with other metadata-based features, which are presented in conventional studies [13], [29]. Specifically, we could investigate the effectiveness of each of the following fields of metadata only which is available in CiNii Articles:

- **Affiliation.** This feature is used in [13]. It is a token-based Jaccard similarity between the name of the affiliation written in a given paper and the name of a researcher’s latest affiliation.
- **JCName.** This feature is presented in [29]. It is a token-based Jaccard similarity between the name of the journal/confERENCE that published a given paper and the most similar journal/confERENCE name of past publications of a researcher.
- **Title.** This feature is presented in [29]. It is a token-based Jaccard similarity between the title of a given paper and the most similar title of past publications of a researcher.
- **Keywords.** This feature is presented in [29]. It is also a token-based Jaccard similarity between the keywords of a given paper and the keywords from all publications of a researcher.

These features were used in the same experimental scheme as the VSM-based methods and the proposed method for fair comparison. Note that when each field of metadata was empty or null for a given paper, we randomly selected its author from the researchers, and averaged the accuracy of five runs for the method.

To quantitatively measure the performance of each method, we calculated the mean accuracy of author disambiguation over unique full names. The results are shown in Table 4, from which we find that the proposed method achieved the best mean accuracy among all methods. This result validates the effectiveness of the textual features of abstracts and its dimensionality reduction by LDA. We also find that JCName outperformed other metadata-based features, but its performance is not higher than that of our method. This means that our topic representation can characterize each researcher’s domain better than the journal/confERENCE names. The collaborative use of the pro-

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean accuracy (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affiliation</td>
<td>84.91% (10.92%)</td>
</tr>
<tr>
<td>JCName</td>
<td>91.99% (9.98%)</td>
</tr>
<tr>
<td>Title</td>
<td>83.12% (11.95%)</td>
</tr>
<tr>
<td>Keyword</td>
<td>59.58% (15.34%)</td>
</tr>
<tr>
<td>VSM_Stop</td>
<td>87.16% (13.16%)</td>
</tr>
<tr>
<td>VSM_All</td>
<td>89.27% (12.35%)</td>
</tr>
<tr>
<td>VSM_TFIDF</td>
<td>89.60% (12.35%)</td>
</tr>
<tr>
<td>Proposed method</td>
<td><strong>92.60% (9.67%)</strong></td>
</tr>
</tbody>
</table>
posed method and these metadata-based features will better identify the correct researchers, which should be investigated in future work.

For further examination, we randomly extract pairs of researchers who share the same name and show their topic vectors as a heat map in Fig. 4. Comparing Fig. 4 and Fig. 3 (i.e., the heat map of researchers extracted from the same research field), we cannot find many topic overlaps in each pair of researchers having the same full names. This means that representing researchers’ interests in a topic space can contribute to name disambiguation in a large-scale academic database including all research fields.

In this experiment, we also found some difficult cases that cannot be distinguished by the proposed method. For example, when two researchers who share the same full name are experts in the almost same research theme, our topic representation cannot accurately disambiguate the author for a given paper. For example, distinguishing between two researchers who specialize in agricultural research, crop science, was difficult for the proposed method. We observed that in such a case, VSM_TFIDF and VSM_All worked slightly better than the proposed method. From this observation, the distributions of stop words in a researcher’s papers can be effective to characterize his/her writing style. Although our experiments removed stopwords that are generally irrelevant to the topics of papers, it could be useful to combine topic information with distinctive stylistic features for an author disambiguation problem. Thus, we will investigate the effectiveness of the use of stopwords for further improvement. Furthermore, to facilitate the management of the academic database, we should develop not only author identification among candidate researchers but also a framework that classifies whether the author is a new researcher to register in the database. In our future work, we will introduce a novel scheme that classifies the authors of a given paper into existing or new researchers to increase the usefulness of the proposed method.

6. Conclusions and Future Work

In this paper, we present a topic representation of researchers’ interests in a large-scale academic database. In the proposed method, we first calculate topic distributions over words by using LDA based on the training dataset. Then, we convert all papers of a target researcher to topic vectors by using LDA, and then calculate a centroid of the topic vectors to characterize the researcher. The results of experiments conducted on the CiNii Articles show that the topics extracted by our method actually span a diverse range of research fields. In the experiments, the applicability of the presented topic representation to author disambiguation is also demonstrated: our approach achieves a mean accuracy of 92.60%, which indicates that it outperforms comparative methods that directly use textual features without dimensionality reduction or that are based on metadata.

Our work in this paper is the first step towards representing the researchers’ interests in a large-scale academic database covering all research fields in Japan. Further room for investigation exists. For example, although our quantitative evaluation showed the effectiveness of simply averaging researcher’s topic vectors, their weighted average or a more complicated distribution such as Gaussian mixture models might be suitable. How to summarize the researcher’s topic vectors should be studied for further performance improvement.

In the experiments, we successfully extracted a set of sensible topics from short documents like abstracts, as well as the conventional methods on topic modeling [17], [24]. LDA has also been used to analyze other short documents, e.g., IMDB movie plots or reviews [30], [31]. However,
some papers argued that extracting meaningful topics from short documents sometimes fails due to the lack of word co-occurrences [32]. To avoid the data sparsity problem caused by very short abstracts, using external information resources such as Wikipedia can reduce the sparsity [33]. In addition, introducing additional variables such as journal/conference names to topic modeling can also provide good features to characterize researchers. We will investigate the effectiveness of additional features and information sources for topic modeling in future work.

Adaptively combining the presented topic representation with bibliographic metadata will be effective for improving the performance of author disambiguation by the proposed method. Related to this, it will also be useful to develop a novel topic model that can consider the personalities of the researcher’s writings. Furthermore, the availability of the presented topic representation is not limited to author disambiguation. Other applications, including researcher network construction and collaborator recommendation, can be realized with the use of the researchers’ topic vectors. In addition, visualizing the research theme transitions of a particular researcher or a research group can also provide us new insights. Thus, our future work also includes developing these applications to promote interdisciplinary research and facilitate collaboration and research activities.
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Appendix

This appendix describes an overview of CiNii Articles, the subject of this paper’s experiments. CiNii Articles is a database service maintained by the National Institute of Informatics that can search for information in academic articles published in academic society journals, university research bulletins or articles included in the National Diet Library’s Japanese Periodicals Index Database [21]. As of June 23, 2015, it contains 19,042,439 articles, covering all research fields including the humanities, law, economics, pure sciences, engineering, agriculture, and medicine†. Duplicate information from different databases can be treated as a single article due to article identifiers.

In CiNii Articles, for each author name a, papers written by persons whose names are a are first clustered to discover groups of papers authored by identical researchers; this is done in such a way that precision is kept very high. Then, to accurately merge paper clusters for the same identical researcher, CiNii Articles uses a publication attached to grant reports that have been submitted by researchers to KAKEN. KAKEN is the awards database of the Grants-in-Aid for Scientific Research administered by the Ministry of Education, Culture, Sports, Science and Technology (MEXT) and the Japan Society for the Promotion of Science (JSPS). After each researcher who obtained a grant submits a report with a publication list to KAKEN, the researcher is linked to clusters that include papers contained in the submitted publication list. Thus, the current system requires a manual procedure to associate researchers with papers. Note that we can easily access the publication information and grant information of a target researcher using Researcher Name Resolver††, which is a researcher identifier management system [15]. Figure A-1 provides an overview of the researcher identifiers in CiNii Articles, Researcher Name Resolver, and KAKEN. Because these databases cover all research fields in Japan, there are many authors who share the same names. Thus, author disambiguation is a major issue that needs to be solved in order to provide information about researcher activities. By developing our method (i.e., by representing researchers’ interests in a topic space), we can facilitate the usability of searching the publications or activities of a target researcher.
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Fig. A-1 An overview of author identifiers in CiNii articles, researcher name resolver, and KAKEN.