Development of the High-resolution FUV Detector for the BepiColombo Mission
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The PHEBUS (Probing of Hermean Exosphere By Ultraviolet Spectroscopy) instrument on Mercury Planetary Orbiter in the BepiColombo mission is a dual FUV-EUV spectrometer (EUV: 55-155 nm, FUV: 145-315 nm). We are now developing the compact detector system sensitive to FUV airglow emissions of the Mercury. The FUV detector is required to have high spatial resolution (512×512 pixels) so that the wavelength resolution of the PHEBUS instrument should be 2 nm at the FUV range. The FUV detector consists of a CsI:Te photocathode, microchannel plates (MCPs), and a resistive anode encoder. In a position-sensitive system with a resistive anode encoder, the spatial resolution is determined by the signal-to-noise ratios at the anode terminals. Therefore, a high and stable electron gain of MCPs allows the position determination of each photoelectron event with high spatial resolution. We studied a method for achieving a high and stable electron gain. We fabricated a test model of the FUV detector incorporating a clamped pair of MCPs (V-stack) followed by a gap and a clamped triplet of MCPs (Z-stack) in cascade. We investigated the effect of the negative inter-stack potential on the PHD and the spatial resolution by means of calculation and experiments. As a result, the negative inter-stack potential made the electron gain more stable and the spatial resolution higher by ~14%. In this paper we report the specific performance of the test model of the FUV detector.
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1. Introduction

Mariner-10 UV measurements and telescopic spectroscopy from the Earth identified six elements (Ca, Na, K, H, He, and O) in the Mercury’s exosphere. Other species are expected, e.g. H₂, OH, and some noble gases (Ar, Ne, and Xe). All species representative of the surface composition, directly produced by impact vaporization driven by micrometeoroids, physical sputtering, photo-stimulated desorption, and thermal desorption from the regolith, should also be present. To determine the composition of the Mercury’s exosphere, the PHEBUS (Probing of Hermean Exosphere By Ultraviolet Spectroscopy) instrument in the BepiColombo mission will measure the emission lines of the exosphere. PHEBUS is a dual FUV-EUV spectrometer working in the wavelength range from 55 to 315 nm

In space applications MCPs are popularly used as photon detectors, especially in the EUV range. One of the position sensitive anodes for MCPs is a resistive anode encoder (RAE). In the position sensitive detector with an RAE, the ratio of the charge signals delivered at its four corners or edges depends only on the X and Y centroid location of the event, and so the X-Y coordinates of each event can be determined in essentially real time with a pair of ratio circuits fed by these signals. The simplicity both in the anode itself and in the associated electronics has led to the resistive anode becoming one of the most popular readout methods for photon counting systems.

In a resistive anode position-sensitive system, the spatial resolution depends on the signal-to-noise ratio (SNR) at the anode terminals and therefore depends on the MCP gain. Here, “signal” refers to the charge produced by a single photoelectron, and is synonymous with the gain of the electron multiplier structure. The “noise” is mainly caused by the extraneous electrical noise introduced into the position analyzing system and the thermally generated noise. The double (so called “Chevron” or “V-stack”) or triple (“Z-stack”) MCPs are commonly used as a method of obtaining a high gain (>10⁴). Ideally the output pulses should be all the same amplitude for good pulse counting. An MCP stack, however, does not give a certain value of the gain for every photoelectron event. The statistical variation of the gain of a V-stack or a Z-stack MCP is generally characterized by the pulse height distribution (PHD) with typical values of FWHM of about 80-120%. Therefore, it is desirable that the MCP stack exhibits a high and stable gain with a narrow PHD.

The position-sensitive detectors using an RAE and a usual V-stack or Z-stack MCP typically give spatial resolutions of the order of 100×100 to 250×250 pixels. Lampton and Carlson reported that their sample detector consisting of two MCPs in a V-stack configuration and an RAE achieved the resolution of 100×100 pixels. Recently, the detector using a Z-stack MCP and an RAE was mounted in the Telescope of Extreme Ultraviolet (TEX) onboard the SELENE satellite. The detector had an active area of 32×32 mm and it achieved the 250-μm resolution, corresponding to the format of 128×128 pixels.
This degree of the spatial resolution has proven satisfactory for a number of applications in laboratory and space flight photon counting. However, in the BepiColombo mission the FUV detector is required to have higher spatial resolution of 512×512 pixels so that the wavelength resolution of the PHEBUS instrument should be 2 nm at the FUV range.

One of the techniques to improve the spatial resolution of the detector with an RAE is using five MCPs in a set of V-stack and Z-stack\(^8\)\(^{10}\), Firmani et al.\(^9\) and Floryan and Johnson\(^10\) investigated the performance of the similar type of detector incorporating five MCPs arranged in a set of V- and Z-stacks with an inter-stack gap (a V-Z gap). They each measured the spatial resolution of their own detector under a wide variety of applied potentials, and found that a negative potential applied across the V-Z gap enabled the detector to achieve the spatial resolution of the order of 500×500 pixels. It was not completely understood, however, why applying the negative potential across the V-Z gap improved the spatial resolution. Firmani et al.\(^9\) suggested that applying the negative potential expanded the electron cloud arriving at the Z-stack and a high stable gain was achieved due to a large number of excited channels. On the contrary, Floryan and Johnson\(^10\) suggested as follows: (1) electrons with sufficiently high energies to reach the Z-stack were emitted far enough up the channels in the V-stack and highly collimated by the channels, (2) the number of excited channels at the Z-stack was reduced, and (3) the Z-stack MCP was completely operated in the saturated mode to exhibit a narrow PHD.

It is necessary to understand the effect of the negative potential applied across the V-Z gap on the electron distribution at the Z-stack input, in order to use this technique for the BepiColombo mission and to reduce the effort at experimental measurements for optimization purposes. Computer simulation gives us useful information on the distribution of the electron cloud from the MCP output\(^11\), \(^12\). Zanodvorov et al.\(^13\) presented a “ballistic” model of the charge cloud propagation based on the differential electron distributions at the MCP output, which had been measured in the experiments of Bronshteyn et al.\(^14\). In this approach, no interactions between the electrons in the cloud are taken into account, i.e., the electric field is assumed to be constant rather than self-consistent.

In this study, we use a similar ballistic approach for calculating the distribution of the electron cloud across the V-Z gap. The result gives us important information on the effect of the negative potential across the V-Z gap. Then, to confirm the result of the calculation, experiments are described to investigate the dependency of the spatial resolutions and the PHDs on the applied negative potential. This work has a direct impact on the way in which MCPs can be optimized to satisfy the requirement for the PHEBUS instrument in the BepiColombo mission.

2. Calculation

The statistical nature of the electron avalanche, originating at the output of the MCP channels, inhibits a precise calculation of the charge cloud evolution. The angles and velocities of the output electrons exhibit large variations depending not only on the MCP intrinsic parameters (such as the length-to-diameter ratio L/D, the secondary electron emission coefficient of the semi-conductive layer, the end spoiling, etc.), but also on the mode and sometimes even the history of operation. However, below we suggest some approximation which enables me to simulate the electron cloud development in the gap between the V- and Z-stacks (V-Z gap) and obtain some information on the size of the electron cloud at the input surface of the Z-stack MCP.

Following the same approach as the past studies\(^11\), \(^13\), the trajectories of all electrons in the cloud are assumed to be purely ballistic, and the differential distribution function at the output of the MCP, measured by Bronshteyn et al.\(^14\), is used. For simplicity, it is assumed further that (1) the original size of the charge cloud at the V-stack output, determined by the number of excited channels (~6.5 channels\(^15\)), is negligible, that (2) no interactions occur between the electrons in the cloud, and that (3) the bias angle of the output MCP is 0 deg and then the electron distribution is symmetric to the channel axis. Fig. 1 shows the coordinate system for our model. Using the electron distribution function, it is possible to calculate the ballistic trajectories of all electrons and to estimate the spatial distribution of the cloud at any distance from the MCP output.

We use one of the experimental distributions of Bronshteyn et al.\(^14\), which was measured using a single MCP with an L/D of 60:1, 20-μm channels, and an applied voltage of 1.4 kV. The electron distribution function at the MCP output can be approximated by the following function\(^13\):

\[
f(E, \theta) = e^{-\frac{E}{V}} \int A(\tau) e^{-\frac{E - E_0}{V}} \sigma_0^2 B(\tau) e^{-\frac{E - F(\tau)^2}{2\sigma_0^2}}} d\tau,
\]

where \(E\) and \(\theta\) are the electron output energy and angle, respectively, and \(\tau = \tan\theta\). The unknown parameters in this distribution were chosen to fit the experimental data\(^14\) as follows:

\[
E_0 = 3 \text{ eV}, \quad \sigma_0 = 12 \text{ eV}, \quad \Delta = 0.2, \\
A(\tau) = 50.398e^{-0.3825\tau}, \quad B(\tau) = 25.992e^{-0.8642\tau}, \\
E_1(\tau) = 314.45e^{-0.9515\tau}, \quad \sigma_1(\tau) = 147.62e^{-0.7077\tau}.
\]
Fig. 2 shows the distribution function $f(E, \theta)$ at various constant values of $\theta$. The equation of motion of an electron in the cloud at the moment $t$ can be written as,

$$r = \frac{2E}{m_e} \sin \theta,$$

$$z = \frac{2E}{m_e} \cos \theta + \frac{q_e V_g t^2}{2m_e D},$$

where $r$ is the radial distance from the channel axis, $z$ is the distance from the V-stack output, $D$ is the distance between the V- and Z-stacks, $V_g$ is the accelerating bias in the V-Z gap, and $q_e$ and $m_e$ are the electron charge and mass, respectively. In this work, potentials accelerating electrons from the V-stack toward the Z-stack are considered positive. Using Eq. (3) and Eq. (4), we obtain the radial distance $r_0$ at the Z-stack input ($z = D$).

Using the electron distribution function Eq. (1) (summarized in Fig. 2), we calculated $r_0$ of all electrons and estimated the cloud spatial distribution at the input surface of the Z-stack with various values of $V_g$. The radial distributions of electrons, arriving at the Z-stack input with sufficient energy to excite secondary electrons (> 10 eV), are calculated with the parameters of $D = 2.5$ mm and $V_g = 0, -100$, and -200 V. Fig. 3 shows the result. In Fig. 3, the total number of electrons arriving at the Z-stack for each $V_g$ is normalized. Applying the negative inter-stack potential clearly reduced the size of the electron cloud. This means that the outer component of the electron cloud consisting of the low energy electrons emitted at large angles (as shown in Fig. 2) is mainly eliminated. Therefore, the result of the calculation indicates that the negative inter-stack potential allows the Z-stack MCP to be operated in the completely saturated mode and a narrow PHD will be achieved, as suggested by Floryan and Johnson.

3. Measurement

The experimental approach was also performed to check whether the result from the calculation is realistic. The prototype detector used in the measurements consists of an input window made of synthetic silica, a Cs$_2$Te photocathode, five MCPs in a set of V- and Z-stacks, and an RAE. The photograph and the schematic geometry of the detector are shown in Fig. 4 and Fig. 5, respectively. The photocathode converts the incoming photons into photoelectrons. The photoelectron is accelerated towards the MCP in the cathode gap. The photoelectrons impact the walls of the MCP channels causing a charge avalanche, giving an overall charge multiplication of ~2×10$^7$. This multiplication causes a large number of secondary electrons, which are then detected by the MCPs.
The charge cloud is drifted from the MCP output to the RAE, and its centroid position can be determined. The four output charge signals from the RAE are amplified and shaped by four preamplifiers. The discriminator discards signals which are too small to be properly processed and signals resulting from simultaneous or near-simultaneous events on the RAE. For valid signals, the centroid position of the electron cloud is calculated by measuring the peak voltage of the pre-amplifiers for each corner A, B, C, and D of the RAE. The following algorithm is then used to obtain its position in the X-Y coordinates:

\[
X = \frac{A + B}{A + B + C + D}, \quad (5)
\]

\[
Y = \frac{B + C}{A + B + C + D}. \quad (6)
\]

The MCPs incorporated in the detector are arranged in a set of V-stack (two plates) and Z-stack (three plates) with a gap of 2.5mm, as shown in Fig. 5. Each MCP has a circular shape with an active diameter of 25 mm, a bias angle of 12 deg, a 10-μm channel diameter, and an L/D (a ratio of length to channel diameter) of 40:1. The resistances of the V-stack and the Z-stack are ~90 MΩ and ~120 MΩ, respectively. The RAE has an active area of 23×23 mm^2. In this measurement, however, we use a circular active area of 16-mm diameter defined by an aperture mask placed in contact with the output surface of the Z-stack to avoid the distortion. The detector requires five separate potentials applied as shown in Fig. 5: the potential between the photocathode and the input surface of the V-stack (V_p), that across the V-stack (V_s), that between the output surface of the V-stack and the input surface of the Z-stack (V_z), that across the Z-stack (V_s), and that between the output surface of the Z-stack and the resistive anode (V_a). It is possible to operate the detector with a wide variety of combinations of these five potentials. In this work, potentials which accelerate electrons from the photocathode toward the anode are considered positive, and those which decelerate electrons in this direction are considered negative. The applied voltages of V_p and V_a were constantly ~200V and ~500V, respectively, for all the measurements.

We measured the spatial resolution of the detector using the USAF 1951 resolution test target. Our experimental setup is shown schematically in Fig. 6. The light for all tests was 633 nm light produced by an intensity-stabilized laser. The test target was illuminated uniformly through diffusers, and the image of the test pattern was projected onto the photocathode by a relay lens. Optical focus of the test-pattern image on the photocathode was obtained by taking a series of spatial resolution measurements (described below) at various distances between the relay lens and the detector, and by determining the position where the maximum resolution was achieved. Fig. 7 shows a typical image of the test target and a cross-sectional histogram at 6.3 lp/mm across it, obtained with V_p of 1420V, V_s of 0V, and V_z of 1710V applied. The contrast was calculated from the images of the test target with a simple formula, (Max – Min) / (Max + Min). Analyzing the profiles of the test-pattern images
allows the resolution of the detector to be determined. In this work, we recorded a number of test target images and pulse height distributions obtained with different combinations of applied potentials. We investigated the relationship between the negative inter-stack potential, the spatial resolution, and the pulse height distribution with the experimental approach.

4. Results and Discussion

In the first measurement, the dependence of the spatial resolution on the gain and the PHD was examined. We measured the PHDs and spatial resolutions with various potentials applied, and the results are shown in Fig. 8. Each applied potential is also displayed. As seen in Fig. 8a, the peak gain increases and the distribution becomes wider as the applied potential increases. In Fig. 8b, while the contrast linearly increases with the gain below $1.6 \times 10^7$, there is no correlation between the contrast and the gain above $1.6 \times 10^7$. This result means that the spatial resolution mainly depends on the number of events with low gains (<$-0.4 \times 10^7$ in this measurement) which have a low SNR. In this measurement, therefore, it was confirmed that the spatial resolution of the detector surely depends on the gain and the PHD of the MCPs.

In the second measurement, the effect of the negative inter-stack potential ($V_g$) on the PHD was examined. Fig. 9 shows the PHDs with $V_g$ of 0V, -76V, and -205V applied. The applied potentials across the V-stack ($V_v$) and across the Z-stack ($V_z$) are controlled appropriately so that each PHD has approximately the same gain at the peak. The PHD clearly got narrower as $V_g$ increased. The full width at half maximum (FWHM) of the PHD (PHR: pulse height ratio) was excellently improved from 165% ($V_v = 0V$) to 38% ($V_v = -205V$). This narrowing of the PHD introduced by applying the negative inter-stack potential is consistent with the prediction from our calculation.

Finally, the dependence of the spatial resolution on $V_g$ was examined. Fig. 10 shows modulation transfer functions with $V_g$ of 0V, -76V, and -205V applied. The spatial frequencies where the contrasts equal to 0.33 are also displayed. Applying the negative inter-stack potential improved the spatial resolution by ~14%. This result is consistent with that obtained in the second measurement. In Fig. 10, furthermore, there seems to be no difference between the spatial resolutions with $V_g$ of ~76V and ~205V. This characteristic can be explained by the result of the first measurement, i.e. nearly the same numbers of events with low gains below $-0.4 \times 10^7$ were achieved. As
a result, the spatial resolution of 54 µm, corresponding to 400×400 pixels in our detector, was achieved by using V- and Z-stacks and applying the negative inter-stack potential.

The achieved resolution of the prototype FUV detector is lower than that of the order of 500×500 pixels, required for the PHEBUS instrument, which was achieved by Firmani et al.\(^9\) and Floryan and Johnson\(^10\). This difference would mainly result from the deficiency of optimizing the potentials applied between the photocathode and the V-stack input \((V_p)\) and between the Z-stack output and the RAE \((V_s)\). Floryan and Johnson\(^10\) reported that the resolution depends on \(V_s\) and especially on \(V_p\). They achieved the highest resolution of 500×500 pixels with \(V_p\) of 700V, while it was 200V in our measurement. It is necessary to measure the spatial resolution of the detector with higher \(V_p\) for the future missions. Nevertheless, this study revealed the effect of the negative potential applied across the inter-stack gap on the distribution of the electron cloud, the PHD, and the spatial resolution by the calculation and the experiments. Using the same technique we can optimize the characteristics of the position sensitive detector incorporating an RAE to the BepiColombo mission.

5. Conclusion

We have developed a test model of the high-resolution FUV detector for the BepiColombo mission. We have investigated the effect of the negative potential applied across the inter-stack (V-Z) gap on the PHD and the spatial resolution by means of calculation and experiments. The calculation with a simple ballistic model showed that the negative inter-stack potential \((V_s)\) reduced the size of the electron cloud by ~70%. The result suggests that under such a condition the Z-stack MCP is operated in the completely saturated mode and exhibits a narrow PHD. On the other hand, we measured the PHDs and the spatial resolutions of the prototype FUV detector with various potentials applied, and revealed the following points.

1) The spatial resolution depends on the PHD, especially on the number of the events with low gains. This result is explained by the dependency of the resolution on the SNR of the output pulses.

2) Applying the negative \(V_s\) reduces the width of the PHD from PHR=165% \((V_s=0V)\) to 38% \((V_s=-205V)\). This result is consistent with that of the calculation.

3) Applying the negative \(V_s\) improves the spatial resolution by ~14%. This result is explained by the results of (1) and (2).

Finally, the spatial resolution of 54 µm, corresponding to 400×400 pixels in our detector, was achieved. We can optimize the technique using five MCPs and an RAE and apply it to the PHEBUS instrument in the BepiColombo mission. Further measurements, however, with a higher potential applied between the Z-stack output and the RAE are necessary to achieve the spatial resolution of the order of 500×500 pixels required for the PHEBUS instrument.

References


